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ACCURACY OF THE MICRODATA SAMPLE ESTIMATES

INTRODUCTION

The tabulations prepared from a public use microdata sample (PUMS) are based on a 10-percent sample of the 2000 Census of Guam.  The data summarized from this file are estimates of the actual figures that would have been obtained from a 100-percent enumeration.  Estimates derived from this sample are expected to differ from the 100-percent figures because they are subject to sampling and non-sampling errors.  Sampling error in data arises from the selection of people and housing units to be included in the sample.  Nonsampling error affects both sample and 100-percent data and is introduced as a result of errors that may occur during the data collection and processing phases of the census.  This chapter provides a detailed discussion of both sampling and nonsampling error and a description of the estimation procedures.

In the PUMS, the basic unit is an individual housing unit and the people who live in occupied housing units or group quarters.  However, microdata records in these samples do not contain names or addresses.  A more detailed discussion of methods to protect confidentiality of individual responses follows.

CONFIDENTIALITY OF THE DATA

The Census Bureau has modified or suppressed some data in this data release to protect confidentiality.  Title 13 United States Code, Section 9, prohibits the Census Bureau from publishing results in which an individual can be identified.  The Census Bureau’s internal Disclosure Review Board sets the confidentiality rules for all data releases.  A checklist approach is used to ensure that all potential risks to the confidentiality of the data are considered and addressed.  

Title 13, United States Code.  Title 13 of the United States Code authorizes the Census Bureau to conduct censuses and surveys.  Section 9 of the same Title requires that any information collected from the public under the authority of Title 13 be maintained as confidential.  Section 214 of Title 13 and Sections 3559 and 3571 of Title 18 of the United States Code provide for the imposition of penalties of up to 5 years in prison and up to $250,000 in fines for wrongful disclosure of confidential census information. 

Disclosure Limitation.  Disclosure limitation is the process for protecting the confidentiality of data.  A disclosure of data occurs when someone can use published or released statistical information to identify an individual who provided information under a pledge of confidentiality.  Using disclosure limitation procedures, the Census Bureau modifies or removes the characteristics that put confidential information at risk for disclosure.  Although it may appear that the PUMS files show information about a specific individual, the Census Bureau has taken steps to disguise the original data while making sure the results are still useful.  The techniques used by the Census Bureau to protect confidentiality in tabulations vary, depending on the type of data.  

Data Swapping.  Data swapping is a method of disclosure limitation designed to protect confidentiality in data (the number or percentage of the population with certain characteristics).  Data swapping is done by editing the source data or exchanging records for a sample of cases.  A sample of households is selected and matched on a set of selected key variables with households in neighboring geographic areas that have similar characteristics.  Because the swap often occurs within a neighboring area, there is usually no effect on the marginal totals for the area or for totals that include data from multiple areas.  Data swapping procedures were first used in the 1990 census and were also used for Census 2000. 

Since microdata records are the actual housing unit and person records, the Census Bureau takes further steps to prevent the identification of specific individuals, households, or housing units.  The main disclosure avoidance method used is to limit the geographic detail shown in the files.  A geographic area must have a minimum population of 100,000 to be fully identified.  Thus, the only geography indicated on the PUMS is Guam itself.  Furthermore, certain variables are topcoded, or the actual values of the characteristics are replaced by a descriptive statistic, such as the mean.
ERRORS IN THE DATA
Since the estimates that users produce are based on a sample, they may differ somewhat from 100-percent figures that would have been obtained if all housing units, persons within those housing units, and people living in group quarters had been enumerated using the same questionnaires, instructions, enumerators, and so forth.  The sample estimate also would differ from other samples of housing units, people within those housing units, and people living in group quarters.  The deviation of a sample estimate from the average of all possible samples is called the sampling error.  The standard error of a sample estimate is a measure of the variation among the estimates from all possible samples.  Thus, it measures the precision with which an estimate from a particular sample approximates the average result of all possible samples.  The sample estimate and its estimated standard error permit the construction of interval estimates with prescribed confidence that the interval includes the average result of all possible samples.  The method of calculating standard errors and confidence intervals for the data in this product is described in the section called “Calculation of Standard Errors.”

In addition to the variability that arises from the sampling procedures, both sample data and 100-percent data are subject to nonsampling error.  Nonsampling error may be introduced during any of the various complex operations used to collect and process census data.  For example, operations such as editing, reviewing, or handling questionnaires may introduce error into the data.  A detailed discussion of the sources of nonsampling error is given in the section on “Nonsampling Error” in this chapter.

Nonsampling error may affect the data in two ways.  Errors that are introduced randomly will increase the variability of the data and, therefore, should be reflected in the standard error.  Errors that tend to be consistent in one direction will make both sample and 100-percent data biased in that direction.  For example, if respondents consistently tend to underreport their incomes, then the resulting counts of households or families by income category will tend to be understated for the higher income categories and overstated for the lower income categories.  Such systematic biases are not reflected in the standard error.

CALCULATION OF STANDARD ERRORS 
Two methods for estimating standard errors of estimated totals and percentages are described in this section.  The first method is very simple.  This method uses standard errors that have been calculated for specific sizes of estimated totals and percentages given in Tables A and B, presented later in this section.  The estimated standard errors shown in Tables A and B were calculated assuming simple random sampling, while the microdata sample was selected using a systematic sampling procedure.  The numbers shown in Table C, referred to as design factors, are defined as the ratio of the standard error from the actual sample design to the standard error from a simple random sample.  

The standard errors in Tables A and B used in conjunction with the appropriate design factors from Table C produce a reasonable measure of reliability for microdata sample estimates.  A second, alternative methodology by which more precise standard errors can be obtained requires additional data processing and file manipulation.  This method uses the formulas directly.  The trade off is an increase in precision for more data processing.  Given the technology available today, the second method is preferable and strongly recommended.  However, the standard error tables may be very useful in producing acceptable approximations of the standard errors.  On the other hand, for many statistics, particularly from detailed cross-tabulations, standard errors using the second method are applicable to a wider variety of statistics, such as means and ratios.

To produce standard error estimates, one obtains (1) the unadjusted standard error for the characteristic that would result from a simple random sample design (of people, families, or housing units) and estimation methodology; and (2) a design factor, which partially reflects the effects of the actual sample design and estimation procedure used for the 2000 Guam PUMS, for the particular characteristic estimated.  In general, these design factors provide conservative estimates of the standard error.  In addition, these factors only pertain to individual data items (e.g., educational attainment, labor force status) and are not entirely appropriate for use with detailed cross-tabulated data.  To calculate the approximate standard error of an estimate from the 10-percent sample follow the steps given below.

1.  Obtain the unadjusted standard error from Table A for estimated totals or from Table B for estimated percentages.  Alternately, the formula given at the bottom of each table may be used to calculate the unadjusted standard error.  

In using Table A or the corresponding formula for estimated totals, use weighted figures rather than unweighted sample counts to select the appropriate row.  To select the applicable column for person characteristics, use the total population in Guam (not just the total of the universe being examined), or use the total count of housing units in Guam if the estimated total is a housing unit characteristic.  Similarly in using Table B or the corresponding formula for estimated percentages, use weighted figures to select the appropriate column. 

2.  Use Table C to obtain the design factor for the characteristic (e.g., place of birth or educational attainment).  If the estimate is a cross-tabulation of more than one characteristic, scan Table C for each appropriate factor and use the largest factor.  Multiply the unadjusted standard error from Step 1 by this design factor.

Totals and Percentages.  Tables A through C at the end of this chapter contain the necessary information for calculating standard errors of sample estimates in this data product.  To calculate the standard error, it is necessary to know:

· The unadjusted standard error for the characteristic (given in Table A for estimated totals or Table B for estimated percentages) that would result under a simple random sample design of people, housing units, households, or families.

· The design factor for the particular characteristic estimated based on the sample design and estimation techniques (given in Table C).

The design factor is the ratio of the estimated standard error to the standard error of a simple random sample.  The design factors reflect the effects of the actual sample design and estimation procedure used for the Census 2000 Guam PUMS.

· The estimated number of people, housing units, households, or families in the geographic area tabulated.

Use the steps given below to calculate the standard error of an estimated total or percentage contained in this product.  A percentage is defined here as a ratio of a numerator to a denominator multiplied by 100 where the numerator is a subset of the denominator.  For example, the percentage of Black or African American teachers is the ratio of Black or African American teachers to all teachers multiplied by 100.

1.  Obtain the unadjusted standard error from Table A or B (or use the formula given below the table) for the estimated total or percentage, respectively.

2.  Use Table C to obtain the appropriate design factor, based on the characteristic (Labor force status, School enrollment, etc.)

3.  Multiply the unadjusted standard error by this design factor.

The unadjusted standard errors of zero estimates or of very small estimated totals or percentages will approach zero.  This is also the case for very large percentages or estimated totals that are close to the size of the publication areas to which they correspond.  Nevertheless, these estimated totals and percentages are still subject to sampling and nonsampling variability, and an estimated standard error of zero (or a very small standard error) is not appropriate.  For estimated percentages that are less than 2 or greater than 98, use the unadjusted standard errors in Table B that appear in the “2 or 98” row.  

Examples using Tables A through C are given in the section titled “Using Tables to Compute Standard Errors and Confidence Intervals.”

Sums and Differences.  The standard errors estimated from Tables A and B are not directly applicable to sums of and differences between two sample estimates.  To estimate the standard error of a sum or difference, the tables are to be used somewhat differently in the following three situations:

1.  For the sum of, or difference between, a sample estimate and a 100-percent value use the standard error of the sample estimate.  The complete count value is not subject to sampling error.

2.  For the sum of or difference between two sample estimates, the appropriate standard error is approximately the square root of the sum of the two individual standard errors squared; that is, for standard errors 
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This method is, however, an approximation as the two estimates of interest in a sum or a difference are likely to be correlated.  If the two quantities X and Y are positively correlated, this method underestimates the standard error of the sum of
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and overestimates the standard error of the difference between the two estimates.  If the two estimates are negatively correlated, this method overestimates the standard error of the sum and underestimates the standard error of the difference.

This method may also be used for the sum of or the difference between sample estimates from two censuses or from a census sample and another survey.  The standard error for estimates not based on the 2000 Guam PUMS must be obtained from an appropriate source outside of this chapter.

3.  For the differences between two estimates, one of which is a subclass of the other, use the tables directly where the calculated difference is the estimate of interest.  For example, to determine the estimate of non-Black or African American teachers, subtract the estimate of Black or African American teachers from the estimate of total teachers.  To determine the standard error of the estimate of non-Black or African American teachers, apply the above formula directly.  

Ratios.  Frequently, the statistic of interest is the ratio of two variables, where the numerator is not a subset of the denominator.  An example is the ratio of students to teachers in public elementary schools.  (Note that this method cannot be used to compute a standard error for a sample mean.)  The standard error of the ratio between two sample estimates is estimated as follows: 

1.  If the ratio is a proportion, then follow the procedure outlined for “Totals and Percentages.”

2.  If the ratio is not a proportion, then approximate the standard error using the formula:
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Medians.  The sampling variability of an estimated median depends on the form of the distribution and the size of its base.  The standard error of an estimated median is approximated by constructing a 68 percent confidence interval.  Estimate the 68 percent confidence limits of a median based on sample data using the following procedure.

1.  Obtain the frequency distribution for the selected variable.  Cumulate these frequencies to yield the base.

2.  Determine the standard error of the estimate of 50 percent from the distribution using the formula:
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3.  Subtract from and add to 50 percent the standard error determined in step 2.

p_lower = 50 ( SE (50 percent)

p_upper = 50 + SE (50 percent)

4.  Determine the category in the distribution containing p_lower and the category in the distribution containing p_upper.

If p_lower and p_upper fall in the same category, follow the steps below.  If p_lower and p_upper fall in different categories, go to step 7.

· Define A1 as the smallest value in that category.

· Define A2 to be the smallest value in the next (higher) category.

· Define C1 as the cumulative percent of units strictly less than A1.

· Define C2 as the cumulative percent of units strictly less than A2.

5.  Use the following formulas with p_lower, p_upper, A1, A2, C1, and C2 to determine lower and upper bounds for a confidence interval about the median:
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6.  Divide the difference between the lower and upper bounds, determined in step 5, by two to obtain the estimated standard error of the estimated median:
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7.a.  For the category containing p_lower, define the values A1, A2, C1, and C2 as described in step 4 above.  Use these values and the formula in step 5 to obtain the 

Lower Bound.

7.b.  For the category containing p_upper, define a new set of values for A1, A2, C1, and C2 as described in step 4.  Use these values and the formula in step 5 to obtain the 

Upper Bound.

8.  Use the Lower Bound and Upper Bound obtained in step 7 and the formula in step 6 to calculate the standard error of the estimated median.

Means.  A mean is defined here as the average quantity of some characteristic (other than the number of people, housing units, households, or families) per person, housing unit, household, or family.  For example, a mean could be the average annual income of females age 25 to 34.  The standard error of a mean can be approximated by the formula below.  Because of the approximation used in developing this formula, the estimated standard error of the mean obtained from this formula will generally underestimate the true standard error. 

The formula for estimating the standard error of a mean, 
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, from the 10-percent sample is:
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where s2 is the estimated population variance of the characteristic and the base is the total number of units in the population.  The population variance, s2, may be estimated using data that has been grouped into intervals.

For this method, the range of values for the characteristic is divided into c intervals, where the lower and upper boundaries of interval j are Lj and Uj, respectively.  Each person is placed into one of the c intervals such that the value of the characteristic is between Lj and Uj.  The estimated population variance, s2, is then given by:
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where pj is the estimated proportion of people in interval j (based on weighted data) and mj is the midpoint of the jth interval, calculated as:
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If the cth interval is open-ended, (i.e., no upper interval boundary exists) then approximate mc by:
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The estimated sample mean, 
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, can be obtained using the following formula:
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Confidence Intervals.  A sample estimate and its estimated standard error may be used to construct confidence intervals about the estimate.  These intervals are ranges that will contain the average value of the estimated characteristic that results over all possible samples, with a known probability. 

For example, if all possible samples that could result under the 2000 Guam PUMS design were independently selected and surveyed under the same conditions, and if the estimate and its estimated standard error were calculated for each of these samples, then:

1.  68 percent confidence interval.  Approximately 68 percent of the intervals from one estimated standard error below the estimate to one estimated standard error above the estimate would contain the average result from all possible samples.

2.  90 percent confidence interval.  Approximately 90 percent of the intervals from 1.645 times the estimated standard error below the estimate to 1.645 times the estimated standard error above the estimate would contain the average result from all possible samples.

3.  95 percent confidence interval.   Approximately 95 percent of the intervals from two estimated standard errors below the estimate to two estimated standard errors above the estimate would contain the average result from all possible samples.

The average value of the estimated characteristic that could be derived from all possible samples either is or is not contained in any particular computed interval.  Thus, the statement that the average value has a certain probability of falling between the limits of the calculated confidence interval cannot be made.  Rather, one can say with a specified probability of confidence that the calculated confidence interval includes the average estimate from all possible samples.

Confidence intervals also may be constructed for the ratio, sum of, or difference between two sample estimates.  First compute the ratio, sum, or difference.  Next, obtain the standard error of the ratio, sum, or difference (using the formulas given earlier).  Finally, form a confidence interval for this estimated ratio, sum, or difference as above.  One can then say with specified confidence that this interval includes the ratio, sum, or difference that would have been obtained by averaging the results from all possible samples.

Calculating the Confidence Interval from the Standard Error.  To calculate the lower and upper bounds of the 90 percent confidence interval around an estimate using the standard error, multiply the standard error by 1.645, then add and subtract the product from the estimate.

Lower bound = Estimate ( (Standard Error ( 1.645)
Upper bound = Estimate + (Standard Error ( 1.645)
Limitations.  Be careful when computing and interpreting confidence intervals.  The estimated standard errors given in this chapter do not include all portions of the variability due to nonsampling error that may be present in the data.  In addition to sampling variance, the standard errors reflect the effect of simple response variance, but not the effect of correlated errors introduced by enumerators, coders, or other field or processing personnel.  Thus, the standard errors calculated represent a lower bound of that total error.  As a result, confidence intervals formed using these estimated standard errors might not meet the stated levels of confidence (i.e., 68, 90, or 95 percent).  Thus, be careful interpreting the data in this data product based on the estimated standard errors.

A standard sampling theory text should be helpful if the user needs more information about confidence intervals and nonsampling errors.

Zero or small estimates; very large estimates.   The value of almost all Census 2000 characteristics is greater than or equal to zero by definition.  The method given previously for calculating confidence intervals relies on large sample theory and may result in negative values for zero or small estimates, which are not admissible for most characteristics.  In this case, the lower limit of the confidence interval is set to zero by default.  A similar caution holds for estimates of totals that are close to the population total and for estimated proportions near one, where the upper limit of the confidence interval is set to its largest admissible value.  In these situations, the level of confidence of the adjusted range of values is less than the prescribed confidence level.

Using Tables to Compute Standard Errors and Confidence Intervals

NOTE:  The following examples do not contain actual estimates or standard errors derived from this data product.  The numbers are used for illustration purposes only. 

Example 1: Standard Error of a Total.  Suppose we tally the 10-percent public use microdata sample for Guam and the sum of PUMS weights for all persons in Guam is 154,320.  The sum of the PUMS weights for those people who are age 16 years and over and in the civilian labor force is 59,948.

The basic standard error for the estimated total is obtained from Table A or from the formula given below Table A.  To avoid interpolation, the use of the formula will be demonstrated here.  The formula for the basic standard error, SE, is :
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 = 574 people.
The standard error of the estimated 59,948 persons 16 years and over who were in the civilian labor force is found by multiplying the basic standard error, 574, by the appropriate design factor (Labor force status) from Table C.  Suppose the design factor for Labor force status is 1.2, then the standard error is 

SE(59,948) = 574 ( 1.2 = 689 people.

Note that in this example the total weighted count of people in Guam of 154,320 was used.

Example 2: Standard Error of a Percent.  Suppose there are 95,763 persons in Guam aged 16 years and over.  The estimated percent of persons 16 years and over who were in the civilian labor force, 
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, is 62.6.  The formula for the unadjusted standard error of a percentage given below Table B, is:
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Therefore, using the formula given below Table B, the unadjusted standard error is found to be approximately 0.47 percent.  
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= 0.47 percentage points.
The standard error for the estimated 62.6 percent of persons 16 years and over who were in the civilian labor force is 0.47 ( 1.2 = 0.56 percentage points.  Note that in this example the base is defined as the weighted count of persons 16 years old and over, 95,763.

A note of caution concerning numerical values is necessary.  Standard errors of percentages derived in this manner are approximate.  Calculations can be expressed to several decimal places, but to do so would indicate more precision in the data than is justifiable.  Final results should contain no more than two decimal places.

Example 3: Computing a Confidence Interval.  In example 1, the standard error of the 59,948 people 16 years and over who were in the civilian labor force was approximately 689.  Thus, a 90 percent confidence interval for this estimated total is:

[59,948 – (1.645 ( 689)] to [59,948 + (1.645 ( 689)]

or

[58,815 , 61,081]

One can say that 90 percent of the intervals constructed from repeated samples of the same population will contain the value obtained by averaging all possible values.

Example 4: Computing a Confidence Interval for a Sum or Difference.  Suppose the number of males in Guam age 16 years and over and who were in the civilian labor force was 35,200 and the estimated total number of males 16 years and over was 46,272.  Thus, the estimated percentage of males 16 years and over who were in the civilian labor force is approximately 76.1 percent.  Using the formula below Table B, the unadjusted standard error is approximately 0.59 percentage points.  Assume Table C shows the design factor to be 1.2 for "Labor force status."  Thus, the approximate standard error of the percentage (76.1 percent) is 0.59 x 1.2 = 0.71 percentage points.

Suppose the same data is collected for females and the estimated percentage of females 16 years and over who were in the civilian labor force is 48.2 percent with an approximate standard error of 0.82 percent.

Now suppose that one wished to obtain the standard error of the difference between the percentage of males and females who were 16 years and over and who were in the civilian labor force.  The difference in the percentages of interest for the two sexes is: 

76.1 – 48.2 = 27.9 percent.

Using the male and female results for this example:
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= 1.08 percentage points.
The 90 percent confidence interval for the difference is formed as before:

[27.9 – (1.645 ( 1.08)] to [27.9 + (1.645 ( 1.08)] 

or 

[26.1, 29.7].

One can say with 90 percent confidence that the interval includes the difference that would have been obtained by averaging the results from all possible samples.

When, as in this example, the interval does not include zero, one can conclude, again with 90 percent confidence, that the difference observed between the two sexes for this characteristic is greater than can be attributed to sampling error.

Example 5: Computing the Standard Error and Confidence Interval for a Ratio.  For reasonably large samples, ratio estimates are approximately normally distributed, particularly for the census population.  Therefore, if we can calculate the standard error of a ratio estimate, then we can form a confidence interval around the ratio.

Suppose that one wished to obtain the standard error of the ratio of the estimate of males who were 16 years and over and who were in the civilian labor force to the estimate of females who were 16 years and over and who were in the civilian labor force.  If the estimates for males and females are 35,200 and 23,855, respectively, and the standard errors are 579 and 504, respectively, then the ratio of the two estimates of interest is:

35,200 / 23,855 = 1.48

The standard error of the ratio is:

SE(1.48) =  
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= 0.04.
Using the results above, the 90 percent confidence interval for this ratio would be:

[1.48 – (1.645 ( 0.04)] to [1.48 + (1.645 ( 0.04)] 

or 

[1.41, 1.55]

Example 6: Computing the Standard Error and Confidence Interval of a Median.  The following example shows the steps for calculating an estimated standard error and confidence interval for the median property value.

1.  Suppose the design factor in Table C for the housing characteristic “Property value” 

is 1.2.

2.  Obtain the weighted frequency distribution for property values.  The base is the sum of the weighted frequencies (4,227).

 Table 1. Frequency Distribution and Cumulative Totals for Property Value

	Property value
	Frequency
	Cumulative 

sum
	Cumulative 

percent

	
	
	
	

	Less than $50,000.........…....
	1,548
	1,548
	36.62

	$50,000 to $99,999.........…...
	820
	2,368
	56.02

	$100,000 to $149,999..…......
	752
	3,120
	73.81

	$150,000 to $199,999........…
	524
	3,644
	86.21

	$200,000 to $299,999......…..
	300
	3,944
	93.30

	$300,000 to $499,999......…..
	248
	4,192
	99.17

	$500,000 or more....………...
	35
	4,227
	100.00


3.  Determine the standard error of the estimate of 50 percent from the distribution:
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=  2.77

4.  Calculate a confidence interval with bounds:

p_lower = 50 ( 2.77  = 47.23

p_upper = 50 + 2.77  = 52.77

From the given distribution, the category with the cumulative percent first exceeding 47.23 percent is $50,000 to $99,999.  Therefore, A1 = $50,000.  C1 is the cumulative percent of housing units with value less than $50,000.  As a result, C1 = 36.62 percent.

The category with the cumulative percent that first exceeds 52.77 percent is also $50,000 to $99,999.  A2 is the smallest value in the next (higher) category, resulting in A2 = $100,000.  C2 is the cumulative percent of housing units with value less than $100,000.  Thus, C2 = 56.02 percent.

5.  Given the values obtained in earlier steps, calculate the Lower and Upper Bounds of the confidence interval about the median:
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The confidence interval is [$77,345 , $91,624].

6.  The estimated standard error of the median is:
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Example 7: Computing the  SEQ CHAPTER \h \r 1Standard Error of a Mean.  This example shows the steps for calculating the standard error for the average commuting time for those who commute to work.  The frequency distribution is given in Table 2.

Table 2.  Frequency Distribution for Travel Time to Work

	
Travel time to work
	Frequency

	

	Did not work at home:
	776,619

	   Less than 5 minutes....................
	14,602

	   5 to 9 minutes.......................……
	69,066

	   10 to 14 minutes....................…..
	107,161

	   15 to 19 minutes....................…..
	138,187

	   20 to 24 minutes....................…..
	139,726

	   25 to 29 minutes.....................….
	52,879

	   30 to 34 minutes....................…..
	120,636

	   35 to 39 minutes.....................….
	19,751

	   40 to 44 minutes.....................….
	25,791

	   45 to 59 minutes.....................….
	50,322

	   60 to 89 minutes.....................….
	29,178

	   90 or more minutes......................
	9,320

	Worked at home
	19,986


1.  Cumulating the frequencies over the 12 categories for those who commuted to work (i.e., did not work at home) yields the population count (base) of 776,619 workers age 16 years and over.

2.  Find the midpoint mj for each of the 12 categories.  Multiply each category’s proportion pj by the square of the midpoint and sum this product over all categories.  

For example, the midpoint of category 1 “Less than 5 minutes” is 
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while the midpoint of the 12th category “90 or more minutes” is 
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The proportion of units in the first category, p1, is 
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Information necessary to calculate the standard error is provided in Table 3.  

Table 3.  Calculations for Travel Time to Work
	Travel time to work
	pj
	mj
	pjmj2
	pjmj

	 
	
	
	

	Did not work at home:
	
	
	
	

	   Less than 5 minutes…….
	0.019
	2.5
	0.119
	0.048

	   5 to 9 minutes.........….....
	0.089
	7
	4.361
	0.623

	   10 to 14 minutes.....….....
	0.138
	12
	19.872
	1.656

	   15 to 19 minutes.......…...
	0.178
	17
	51.442
	3.026

	   20 to 24 minutes.....….....
	0.180
	22
	87.120
	3.960

	   25 to 29 minutes....…......
	0.068
	27
	49.572
	1.836

	   30 to 34 minutes.........….
	0.155
	32
	158.720
	4.960

	   35 to 39 minutes........…..
	0.025
	37
	34.225
	0.925

	   40 to 44 minutes.......…...
	0.033
	42
	58.212
	1.386

	   45 to 59 minutes.....….....
	0.065
	52
	175.760
	3.380

	   60 to 89 minutes....…......
	0.038
	74.5
	210.910
	2.831

	   90 or more minutes.........
	0.012
	135
	218.700
	1.620

	
	
	
	
	
	Total
	1069.013
	26.251


3.  To estimate the mean commuting time for people, multiply each category’s 

proportion by its midpoint and sum over all categories in the universe.  Table 3 shows an estimated mean travel time to work, 
[image: image34.wmf]x

, of 26 minutes.   

4.  Calculate the estimated population variance.
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5.  Assume the design factor for “Travel time to work” is 1.3.  Use this information and the results from steps 1 through 4 to calculate an estimated standard error for the mean as: 
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 = 0.09  minutes.

USING TABLES A THROUGH C FOR OTHER SAMPLE SIZES

Tables A through C may also be used to approximate the unadjusted standard errors for other sample sizes by adjusting for the sample size desired.  The adjustment for sample size is obtained as described below.

Let f be the sampling rate for the sample size to be used.  The adjustment for sample size can be read from the following table:

Table 4.  Standard Error Sample Size Adjustment Factors for Different Sampling Rates 

	f
	Sample Size Adjustment Factor1

	0.09
	1.06

	0.07
	1.21

	0.05
	1.45

	0.03
	1.90

	0.01
	3.32


1 Multiply the standard errors in Table A or B by this factor.

For example, if the user were to select a subsample of one half of the 10-percent sample, i.e., 

f = 0.05, then the standard errors shown in Table A or B for the 10-percent sample must be multiplied by 1.45 to obtain the standard errors for a 0.05 sample.  The factor of 1.45 shows that the standard errors increase by 45 percent when the sample size is halved.

The formula used to compute the sample size adjustment factor is:
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Alternatively, the user may wish to use the following formulas to calculate the unadjusted standard errors directly.  For estimated totals, the formula is
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where:

N  = size of geographic area, and;
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 = estimate (weighted) of characteristic total.

Example 1 shows the unadjusted standard error for the figure 59,948 to be 574.  Using the above formula with f = 0.05 yields an unadjusted standard error SE(
[image: image40.wmf]Y

ˆ

) = 835 for a 45 percent increase in the standard error as shown in the above table.

For an estimated percentage, the formula is
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where:
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  = estimated percentage, and;

B   = base of estimated percentage (weighted estimate).

ESTIMATION OF STANDARD ERRORS DIRECTLY FROM THE MICRODATA SAMPLES

Use of tables or formulas to derive approximate standard errors as discussed above is simple and does not complicate processing.  Nonetheless, a more accurate estimate of the standard error can be obtained from the samples themselves, using the random group method.  Using this method it is also possible to compute standard errors for means, ratios, indexes, correlation coefficients, or other statistics for which the tables or formulas presented earlier do not apply.

The random group method does increase processing time somewhat since it requires that the statistic of interest, for example a total, be computed separately for each of up to 100 random groups.  The variability of that statistic for the sample as a whole is estimated from the variability of the statistic among the various random groups within the sample.  The procedure for calculating a standard error by the random group method for various statistics is given below.

Totals.  The following method should be used to obtain the standard errors of estimated totals.  

The random groups estimate of variance of 
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 is given by:
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or the computational formula:
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where:

t   = number of random groups,

xg = the weighted microdata sample total of the characteristic of interest from the gth random 


group, and
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The standard error of the estimated total is the square root of var (
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It is suggested that t = 100 for estimating the standard error of a total since, as it is discussed in the next chapter, each of the sample records was assigned a two-digit subsample number sequentially from 00 to 99.  The two-digit number can be used to form 100 random groups.

For example, a sample case with 01 as the two-digit number will be in random group 1.  All sample cases with 02 as the two-digit number will be in random group 2, etc., up to 00 as the one-hundredth random group.  The reliability of the random group variance estimator is a function of both the kurtosis of the estimator and number of groups, t.  If t is small, the coefficient of variation (CV) will be large, and therefore, the variance estimator will be of low precision.  In general, the larger t is, the more reliable the variance estimator will be.

Percentages, Ratios, and Means.  To obtain the estimated standard error of a percent, ratio, or mean, the following method should be used.  Let 
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 be the estimated percent, ratio, or mean

where 
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 and 
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= the estimated totals as defined above for the X and Y characteristics.

For the case where both the numerator and the denominator are obtained from the full microdata sample (i.e. the file was not subsampled) then the variance of 
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 is given by
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where:

 t and xg are defined above,
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  = the weighted full microdata sample total for the y characteristic, and;
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Correlation Coefficients, Regression Coefficients and Complex Statistics.  The random group method for computing the variance of correlation coefficients, regression coefficients, and other complex nonlinear statistics may be expressed as:
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where:
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= the weighted estimate (at the tabulation area level) of the statistic of interest computed 


from the gth random group, and;
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= corresponding weighted estimate computed from the full microdata sample.

Care must be exercised when using this variance estimator for complex nonlinear statistics as its properties have not been fully explored for such statistics.  In particular, the choice of the number of random groups must be considered more carefully.  When using the 10-percent Guam PUMS, use of t = 100 is recommended.  When using a subsample, the user should consider using a smaller number of random groups to ensure that each random group contains at least 25 records.  Fewer than 100 random groups can be formed by appropriate combination of the two-digit subsample numbers.  

For example, to construct 50 random groups assign all records in which the subsample number is 01 or 51 to the first random group; all records in which the subsample number is 02 or 52 to the second random group, etc.  Finally, assign all records in which the subsample number is 00 or 50 to random group 50.  Ten random groups can be constructed by including all records having subsample numbers with the same "units" digit in a particular random group.  For example, subsample numbers 00, 10, ..., 90 would form one random group; subsample numbers 01, 11, ..., 91 would form a second random group, etc.

 SEQ CHAPTER \h \r 1STANDARD ERRORS FOR SMALL ESTIMATES
Percentage estimates of zero and estimated totals of zero are subject to both sampling and nonsampling error.  While the magnitude of the error is difficult to quantify, users should be aware that such estimates are nevertheless subject to both sampling and nonsampling error even though in the case of zero estimates the corresponding random groups estimate of variance will be zero.

Also, the standard error estimates obtained using the random groups method do not include all components of the variability due to nonsampling error that may be present in the data.  Therefore, the standard error calculated using the methods described in this section represent a lower bound for the total error.  Data users should be aware that, in general, confidence intervals formed using these estimated standard errors do not meet the stated levels of confidence.  Data users are advised to be conservative when making inferences from the data provided in this data product.

NONSAMPLING ERROR
As mentioned earlier, both sample and 100-percent data are subject to nonsampling error.  This component of error could increase dramatically over that which would result purely from sampling.  While it is impossible to eliminate completely nonsampling error from an operation as large and complex as the decennial census, the Census Bureau attempts to control the sources of such error during the collection and processing operations.  Described below are the primary sources of nonsampling error and the programs instituted to control this error in Census 2000.  The success of these programs, however, was contingent upon how well the instructions actually were carried out during the census.  

Undercoverage.  It is possible for some households or persons to be missed entirely by the census.  The undercoverage of persons and housing units can introduce biases into the data.  Several coverage improvement programs were implemented during the development of the census address list and census enumeration and processing to minimize undercoverage of the population and housing units.  These programs were developed based on experience from the 1990 census and results from the 2000 census testing cycle.

Nonresponse.  Nonresponse to particular questions on the census questionnaire or the failure to obtain any information for a housing unit allows for the introduction of bias into the data because the characteristics of the nonrespondents have not been observed and may differ from those reported by respondents.  As a result, any imputation procedure using respondent data may not completely reflect these differences either at the elemental level (individual person or housing unit) or on average.  Some protection against the introduction of large biases is afforded by minimizing nonresponse.  In the census, nonresponse was reduced substantially during the field operations by the various edit and followup operations aimed at obtaining a response for every question.  Characteristics for the nonresponses remaining after this operation were imputed by using reported data for a person or housing unit with similar characteristics.

Respondent and Enumerator Error.  The person answering the questionnaire or responding to the questions posed by an enumerator could serve as a source of error, although the question wording was extensively tested in several experimental studies prior to the census, and detailed instructions for completing the questionnaire were provided to each household.  The respondent may overlook or misunderstand a question, or may answer a question in a way that cannot be interpreted correctly by the data capture system.  

The enumerator may misinterpret or otherwise incorrectly record information given by a respondent or fail to collect some of the information for a person or household.  The work of enumerators was monitored carefully to minimize these types of field enumeration problems.  Field staff was prepared for their tasks by using standardized training packages that included hands-on experience in using census materials.  A sample of the households interviewed by enumerators for nonresponse was reinterviewed to control for the possibility of data for fabricated persons being submitted by enumerators.

Processing Error.  The many phases involved in processing the census data represent potential sources for the introduction of nonsampling error.  The processing of the census questionnaires includes the field editing, followup, transmittal of completed questionnaires, and manual coding of write-in responses.  Error may also be introduced by the misinterpretation of data by the data capture system, or the failure to capture all the information that the respondents or enumerators provided on the forms.  Many of the various field, coding and computer operations undergo a number of quality control checks to insure their accurate application.

EDITING OF UNACCEPTABLE DATA

The objective of the processing operations was to produce a set of data that describes the population as clearly and accurately as possible.  To meet this objective, crew leaders review and edit questionnaires for consistency, completeness, and acceptability during field data collection operations.  Census clerks in the local census offices also review questionnaires for omissions, certain inconsistencies, and population coverage.  For example, write-in entries such as “Don’t know” or  “NA” were considered unacceptable in certain quantities or in conjunction with other data omissions.  As a result of this review operation, missing information was collected through a telephone or personal visit followup.

Subsequent to field operations, imputation procedures assigned acceptable values to remaining incomplete or inconsistent data records.  Allocations, or computer assignments of acceptable data in place of unacceptable entries or blanks, are needed when an entry for a given item is lacking or when the information reported for a person or housing unit on that item is inconsistent with other information for that same person or housing unit.   As in previous censuses, the general procedure for changing unacceptable entries was to assign an entry for a person or housing unit that was consistent with entries for people or housing units with similar characteristics.  Assigning acceptable codes in place of blanks or unacceptable entries enhances the usefulness of the data. 

Substitutions, which assign a full set of characteristics for a person or housing unit, were not performed in the 2000 Guam Census.  This contrasts with the 1990 Guam Census that incorporated substitutions.

USE OF ALLOCATION FLAGS

As a result of the editing there are no blank fields or missing data in the Guam public use microdata sample file.  Each field contains a data value or a “not applicable” indicator, except for the few items where allocation was not appropriate and a “not reported” indicator is included.  For every subject item it is possible for the user to differentiate between entries that were allocated, by means of “allocation flags” in the microdata files.  For all items it is possible to compute the allocation rate and, if the rate is appreciable, compute the distribution of actually observed values (with allocated data omitted) and compare it with the overall distribution including allocated values.  The allocation flags indicate the changes made between observed and final output values.

These flags may indicate up to four possible types of allocations:

A.  Pre-edit - When the original entry was rejected because it fell outside the range of 

acceptable values.

B.  Consistency - Imputed missing characteristics based on other information recorded 

for the person or housing unit.

C.
 Hot Deck - Supplied the missing information from the record of another person or 

housing unit.

D.  Cold Deck - Supplied missing information from a predetermined distribution.

In general, the allocation procedures provide better data than could be obtained by simply weighting up the observed distribution to account for missing values.  The procedures reflect local variations in characteristics as well as variations among the strata used in imputation.  There are, however, certain circumstances where allocated data may introduce undesirable bias.  It may be particularly important to analyze allocations of data in detailed studies of subpopulations or in statistics derived from cross-classification of variables, such as correlation coefficients or measures of regression.  The degree of editing required was greater for some subjects than for others.  While the allocation procedure was designed to yield appropriate statistics for the overall distribution or for specific subpopulations (the strata used in the allocation process), allocated characteristics will not necessarily have a valid relationship with other observed variables for the same individual.  For example, consider a tabulation of people 80 years old and over by income.  Income allocations were made separately for different age groupings, including the category 65 years old and over, but not separately for people 80 years old and over.

Because people aged 65 to 70 or 75 are more likely to have significant earnings than people 80 or over, allocated income data for the latter group might be biased upward.  Thus, if the rate of allocations for the group is appreciably large, and a bias in the allocated value is evident, it may be desirable to exclude allocated data from the analysis.

It should also be apparent from this illustration that knowledge of the specific allocation procedures is valuable in detailed subject analysis.  Users may contact the Population Division or the Housing and Household Economic Statistics Division, Bureau of the Census, for more information on the allocation scheme for a specific subject item.

Table A. Unadjusted Standard Errors for Estimated Totals, 10-percent Sample

	Estimated 

Total
	Size of Geographic Area1
(Guam PUMS Weighted Totals)

	
	Housing Units
	People

	
	47,700
	154,320

	100
	30
	30

	500
	67
	67

	1,000
	94
	95

	2,500
	146
	149

	5,000
	201
	209

	10,000
	267
	290

	25,000
	327
	434

	50,000
	-
	552

	75,000
	-
	589

	100,000
	-
	563

	125,000
	-
	462

	150,000
	-
	194


1 The total count of people, housing units, households, or families in the area if the estimated total is a person, housing unit, household, or family characteristic, respectively. 

For other estimated totals not shown in the table, use the formula given below to calculate the standard error.
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N = Size of publication area
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The 9 in the above equation is based on a 1-in-10 sample and is derived from the inverse of the sampling rate minus one, i.e., 9 = 10 ( 1.

Table B. Unadjusted Standard Errors in Percentage Points for Estimated Percentages, 10-percent Sample

	Estimated percentage
	Base of estimated percentage1

	
	1,000
	1,500
	2,500
	5,000
	7,500
	10,000
	25,000
	50,000
	75,000
	100,000
	125,000
	150,000

	2 or 98……..
	1.3
	1.1
	0.8
	0.6
	0.5
	0.4
	0.3
	0.2
	0.2
	0.1
	0.1
	0.1

	5 or 95……..
	2.1
	1.7
	1.3
	0.9
	0.8
	0.7
	0.4
	0.3
	0.2
	0.2
	0.2
	0.2

	10 or 90……
	2.8
	2.3
	1.8
	1.3
	1.0
	0.9
	0.6
	0.4
	0.3
	0.3
	0.3
	0.2

	15 or 85……
	3.4
	2.8
	2.1
	1.5
	1.2
	1.1
	0.7
	0.5
	0.4
	0.3
	0.3
	0.3

	20 or 80……
	3.8
	3.1
	2.4
	1.7
	1.4
	1.2
	0.8
	0.5
	0.4
	0.4
	0.3
	0.3

	25 or 75……
	4.1
	3.4
	2.6
	1.8
	1.5
	1.3
	0.8
	0.6
	0.5
	0.4
	0.4
	0.3

	30 or 70……
	4.3
	3.5
	2.7
	1.9
	1.6
	1.4
	0.9
	0.6
	0.5
	0.4
	0.4
	0.4

	35 or 65……
	4.5
	3.7
	2.9
	2.0
	1.7
	1.4
	0.9
	0.6
	0.5
	0.5
	0.4
	0.4

	50…………..
	4.7
	3.9
	3.0
	2.1
	1.7
	1.5
	0.9
	0.7
	0.5
	0.5
	0.4
	0.4


1 For a percentage and/or base of percentage not shown in the table, use the formula given below to calculate the standard error.  Use this table only for proportions; that is, where the numerator is a subset of the denominator.
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The 9 in the above equation is based on a 1-in-10 sample and is derived from the inverse of the sampling rate minus one, i.e., 9 = 10 ( 1.

 SEQ CHAPTER \h \r 1Table C.  1990 Standard Error Design FactorsCGuam

	 SEQ CHAPTER \h \r 1Characteristictc "Characteristic"

	Design Factor

	POPULATION
	

	Type of Residence (Urban/Rural) 

	1.8

	Age


	1.2

	Sex


	1.2

	Household Size


	0.9

	Place of birth


	1.4

	Residence in 1985


	1.9

	Ethnic origin


	1.6

	Language spoken at home


	1.7

	Frequency of English Usage

	1.4

	School Enrollment and type of school


	0.9

	Educational Attainment


	0.8

	Veteran’s status


	1.3

	Labor force status


	1.2

	Weeks worked in 1989

	1.1

	Occupation


	1.1

	Carpooling to work

	0.9

	Travel time to work


	0.9

	Marital status


	1.3

	Children ever born

	1.8

	Income

	0.8

	Family income 


	0.8

	Household type and relationship


	1.0

	Citizenship

	2.6

	Class of worker


	0.8

	Literacy

	2.5

	Departure time to work


	0.9

	Household income in 1989


	0.6

	Workers in family


	0.8

	Industry


	1.1

	Poverty status


	1.5

	Year of entry


	1.4

	HOUSING
	

	Tenure


	0.3

	Vacancy


	0.7

	Bedrooms


	0.7

	Units in structure


	0.7

	Air conditioning

	0.8

	Year structure built


	0.6

	Persons per room

	0.9

	Water supply


	0.9

	Bathtub/shower


	0.8

	Toilet facilities


	0.8

	Sewage disposal


	1.0

	Condominium units

	0.4

	Electric power

	2.6

	Selected items

	1.0

	Kitchen facilities


	1.0

	Vehicles available


	1.1

	Property value


	0.9

	Gross rent


	0.8

	Year moved into structure


	0.9

	Households below poverty level


	0.8

	Selected monthly owner costs


	0.9

	Owner costs as a percent of household income

	1.0

	Rent as a percent of household income

	0.7

	Owner by mortgage status


	0.8
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SAMPLE DESIGN AND ESTIMATION

Sample Design and Estimation for the Guam Public Use Microdata Samplestc "Sample Design and Estimation for the Guam Public Use Microdata Samples"
This chapter discusses the selection procedure for the public use microdata samples (PUMS) in terms of two operations, (1) the selection of the PUMS from the persons and housing units included in the 2000 Guam census, and (2) estimation from the PUMS.

Producing Estimates or Tabulations

Estimation of Totals and Percentages.  The 2000 Guam PUMS were self-weighted.  All persons or housing units in the PUMS have a weight of 10.  To produce estimates on tabulations of 100-percent characteristics from the PUMS files, multiply the number of PUMS persons or housing units that possess the characteristic of interest by 10 (equivalent to adding the weights).  For instance, if the characteristic of interest is “total number of males aged 5-17,” determine the sex and age of all persons and multiply the number of those who match the characteristic of interest by 10.

To get estimates of proportions, divide the estimate of persons or housing units with a given characteristic by the base sample estimate.  For example, the proportion of “owner-occupied housing units with plumbing facilities” is obtained by dividing the PUMS estimate of owner-occupied housing units with plumbing facilities by the PUMS estimate of total housing units.

To get estimates of characteristics such as the “total number of related children in households” for Guam, sum the value of the characteristic across all household records and multiply by 10.  If the desired estimate is the “number of households with at least one related child in the household,” count all households with a value not equal to zero for the characteristic and multiply by 10.

Sample Design
For the 2000 Guam census, every person and housing unit received the same questionnaire.  There were no separate short-form and long-form questionnaires for Guam, and consequently, no sample design was needed.

Selection of the Guam PUMS
A stratified 1-in-10 systematic selection procedure with equal probability was used to select the Guam PUMS.  The sampling universe was defined as all occupied housing units including all occupants, vacant housing units, and group quarters (GQ) persons in the census.  The sample units were stratified during the selection process.  The stratification was intended to improve the reliability of estimates derived from the 10-percent sample by defining strata within which there is a high degree of homogeneity among the census households with respect to characteristics of major interest.

A total of 99 strata were defined: 72 strata for occupied housing units, 24 strata for GQ people, and 3 strata for vacant housing units.  First, the units were divided into three major groups: occupied housing units, vacant housing units, and GQ population.  The occupied housing unit universe was stratified by family type, race or ethnic origin of the householder, tenure, and maximum age in the household.  

The vacant housing unit universe was stratified by vacancy status.  Finally, the GQ population was stratified by GQ type (institutional, noninstitutional), race, and age.  The stratification matrices are provided in Tables A, B, and C.

Subsampling the PUMS Files
During the sample selection operation, consecutive two-digit subsample numbers from 00 to 99 were assigned to each sample case in the Guam PUMS to allow for the designation of various size subsamples and, as discussed in the preceding chapter, to allow for the calculation of standard error.  As an example, for the 10-percent PUMS, the choice of records having subsample numbers with the same “units” digit (e.g., the two "units" digit includes subsample numbers 2, 12, 22, ...., 92) will provide a 1-in-100 subsample.

Samples of any size between 1/10 and 1/1000 maybe selected in a similar manner by using appropriate two-digit subsample numbers assigned to the microdata samples.  Care must be exercised when selecting such samples.  If only the “units” digit is required, the “units” digit should be randomly selected.  If two “units” digits are required, the first should be randomly selected and the second should be either 5 more or 5 less than the first.  Failure to use this procedure, e.g., selection of records with the same “tens” digit instead of records with the same “units” digit plus 5, would provide a 1-in-10 subsample but one that would be somewhat more clustered and, as a result, subject to larger sampling error.

Table A.  Guam PUMS Stratification Matrix - Vacant Housing Unitstc "Table A.  Guam PUMS Stratification Matrix - Vacant Housing Units"
	Vacant, for rent

	Vacant, for sale

	Vacant, other


Table B.  Guam PUMS Stratification Matrix - Occupied Housing Units
	Family Type
	Maximum Age in Household
	Race or Ethnic Origin of Householder/Tenure

	
	
	

	
	
	Asian Alone
	Pacific Islander Alone
	Other

	
	
	Owner
	Renter
	Owner
	Renter
	Owner
	Renter

	Family 

with own children under 18
	0-59
	
	
	
	
	
	

	
	60-74
	
	
	
	
	
	

	
	75-84
	
	
	
	
	
	

	
	85 +
	
	
	
	
	
	

	Family without own children under 18
	0-59
	
	
	
	
	
	

	
	60-74
	
	
	
	
	
	

	
	75-84
	
	
	
	
	
	

	
	85 +
	
	
	
	
	
	

	Other Household (Nonfamily)


	0-59
	
	
	
	
	
	

	
	60-74
	
	
	
	
	
	

	
	75-84
	
	
	
	
	
	

	
	85 +
	
	
	
	
	
	


Table C.  Guam PUMS Stratification Matrix - Group Quarters People

	Age
	GQ Type/Race or Ethnic Origin

	
	Institutional
	Noninstitutional

	
	Asian Alone
	Pacific Islander Alone
	Other
	Asian Alone
	Pacific Islander Alone
	Other

	0-59
	
	
	
	
	
	

	60-74
	
	
	
	
	
	

	75-84
	
	
	
	
	
	

	85 +
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