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[bookmark: _Toc393980347]Introduction

The Department of Commerce (DOC) is strongly committed to Information Technology (IT) Security.  DOC leaders at all levels recognize that security must be inherent in our business processes and IT systems to support the various missions and service functions of the organizations.   Given the significant and growing danger of current cyber threats, DOC managers systematically recognize and manage information security-related risks and take steps to understand these risks to achieve more secure information and information systems through the implementation of appropriate risk mitigation strategies . This is important, not only to achieve adequate compliance with public laws, federal regulations, and standards, but also to aid in the DOC mission to foster, promote, and develop the foreign and domestic commerce of the United States.  This document sets forth the DOC Information Technology Security Program Policy (ITSPP), which specifies IT security and privacy requirements to meet the minimum legal and federal mandates for information security. 
[bookmark: _Toc393980348]Background

The DOC mission impacts industry, federal agencies, local, tribal, state, and international governments, and the American people in many ways.  The work on behalf of these constituents is either directly or indirectly reliant on the confidentiality, integrity, and availability of DOC information and information systems. IT security supports the DOC mission by ensuring our information and information systems are protected against risks of loss, misuse, or unauthorized access in accordance with applicable laws. 
[bookmark: _Toc393980349]Purpose

[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The DOC ITSPP specifies the mandatory requirements for the DOC IT Security Program.  This policy addresses requirements and guidance set forth by the Federal Information Security Management Act (FISMA) and provides clarity on the Department’s specific control parameters.  It also encompasses minimum security controls as required by Federal Information Processing Standard (FIPS) 200, Minimum Security Requirements for Federal Information and Information Systems, defined by National Institute of Standards and Technology (NIST) Special Publication (SP) 800-53, Revision 4, Security and Privacy Controls for Federal Information Systems and Organizations, and commensurate with the security categorization defined by FIPS 199, Standards for Security Categorization of Federal Information and Information Systems.  
[bookmark: _Toc393980350]Scope and Applicability 

The DOC ITSPP applies to all Operating Units (OUs) and employees (federal and contractor), guest researchers, collaborators, and others requiring access to DOC information systems.  This policy also applies to organizations and services to which DOC and/or OUs have contracts or legal agreements. The DOC ITSPP applies to all IT systems owned or operated on behalf of DOC.  Requirements apply also to systems which are not owned by DOC but to which DOC interconnects and has legal and/or contractual authority to dictate requirements. The term Information Technology Security encompasses all requirements for information security (i.e., protection of data) as well as the requirements necessary to maintain the confidentiality, integrity, and availability of the Departments information technology infrastructure.  Classified information and information systems are not within the scope of this document.  
[bookmark: _Toc393980351]IT Security Documentation

The DOC ITSPP includes policy statements, NIST SP 800-53 Rev. 4 security controls requiring DOC-specific parameters, and supporting criteria for controls where specificity is warranted.  OUs are responsible for following NIST SP 800-53 Rev. 4 for implementing control details that are not explicitly described in the ITSPP.

The DOC ITSPP is comprised of the body of the document itself as well as the following documents, which supplement the minimum implementation standards described herein and carry authority equal to the DOC ITSPP:

· Commerce Information Technology Requirements (CITRs):  CITRs are a fundamental component of the DOC ITSPP.  CITRs are released as new threats arise or federal mandates are introduced that require the implementation of additional IT security measures. CITRs are real-time updates that amend or supersede the current version of the DOC ITSPP.  Like the ITSPP, CITRs shall be reviewed by the DOC IT Security Coordinating Committee (ITSCC), and Chief Information Officer (CIO) Council, as necessary, and approved by the DOC CIO;  
· Policy Memoranda:  Policy memoranda contain security directives, advisories or information that do not necessarily fit into the scope of the DOC ITSPP but are required for implementation across the Department; and
· Frequently Asked Questions (FAQs): FAQs are released to provide clarification on requirements outlined in the DOC ITSPP, CITRs and policy memoranda.  Recommendations or best practices are specifically noted and separated from official policy statements within the FAQs.  These are included for informational purposes but are not required by policy.  

The DOC ITSPP, CITRs, policy memoranda, FAQs and other related documentation can be found on the DOC OCIO IT Security Policy and FISMA Reporting Team Intranet site.  Comments or questions regarding the DOC IT Security Program documentation can be submitted via e-mail to DOCITSecurity@doc.gov.
[bookmark: _Toc393980352]ITSPP Organization

The DOC ITSPP is divided into six (6) sections:
· Section 1 - Introduction, which describes the background, purpose, scope and applicability, and documentation;
· Section 2 - Policy, which describes the policy authority, effective date, scoping and waivers, and enforcement;
· Section 3 - IT Security Roles and Responsibilities, which provides an outline of the DOC offices, DOC/OU roles, and DOC IT groups that play a role in implementing DOC ITSPP requirements;
· Section 4 - Baseline Security Controls contains a list of security controls requiring a DOC parameter or DOC-specific criteria;
· Appendix A – Acronyms and Abbreviations; and
· Appendix B – Glossary. 


[bookmark: _Toc393980353]Policy

DOC OUs must develop, document, and implement an IT Security Program to protect the confidentiality, integrity, and availability of DOC information and information systems in accordance with the Federal Information Security Management Act of 2002 (FISMA) and other applicable legislation.

DOC OUs must use FIPS 199 to categorize information systems and determine their appropriate impact levels (Low, Moderate, or High).  OUs must select the security controls baseline defined in NIST SP 800-53, Rev. 4 based on the system's impact level, and tailor, supplement, and implement the baseline according to NIST SP 800-53, Rev 4.  OUs must use NIST SP 800-53A, Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations (pending final release of NIST SP 800-53A, Revision 2) as the basis for assessing information system security controls to determine the extent to which they are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting the security requirements. OUs must assess and authorize information systems in accordance with DOC CITR-019, Risk Management Framework and NIST SP 800-37, Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems.

[bookmark: _Toc393980354]Effective Date
The DOC ITSPP is effective upon issuance and supersedes the 2009 DOC ITSPP. 
OUs are required to comply with the DOC ITSPP within 120 days.  Effective dates of other policy vehicles (e.g. CITRs, policy memos, and FAQs) will be specified in each respective policy vehicle.  Compliance with the DOC ITSPP beyond the specified timeframe shall be managed through the Plan of Action and Milestones (POA&Ms).

The DOC Chief Information Security Officer (CISO)/Senior Agency Information Security Officer (SAISO) will review the DOC ITSPP at least annually and incorporate updates as necessary.  The revised DOC ITSPP shall be reviewed by the DOC ITSCC and CIO Council, as necessary, and approved by the DOC CIO. 
[bookmark: _Toc393980355]Scoping and Waivers
[bookmark: _Toc393980356]2.2.1	 Control Tailoring (Scoping)
DOC OUs have the flexibility to tailor security control baselines in accordance with the terms and conditions set forth in NIST SP 800-53 Rev. 4, Chapter 3.2: “Tailoring Baseline Security Controls.”  Scoping provides specific terms and conditions on the applicability and implementation of NIST SP 800-53 Rev. 4 security controls.  In addition, scoping may also be applied to controls and parameters that fall outside of the NIST SP 800-53 Rev. 4 framework (e.g. DOC Criteria) and for which waivers are not required by OU CIOs.  Questions regarding controls and parameters can be submitted to the DOC CISO/SAISO.
Implementation details for all controls being employed on the system must be stated in the system’s System Security Plan (SSP).  Controls the Authorizing Official (AO) has elected not to employ as a result of following the scoping guidance in NIST SP 800-53 Rev. 4, or because the AO has deemed the control technically or operationally infeasible to implement must have the following information documented for each control not being employed:
1. Explanation of circumstance justifying foregoing the implementation of the control (SSP- field for that specific control);
1. Description of all compensating controls reducing the risks associated with the inability to implement the control (SSP-field for that specific control);
1. Description of any residual risk introduced as a result of not implementing the control (Risk Assessment); and
1. Controls not currently being employed but which are planned to be employed must be documented in a POA&M and the POA&M referenced in the respective control section in the SSP or Risk Assessment. 
[bookmark: _Toc393980357]2.2.2	Waivers
Waivers are to be adjudicated by the OU CIO, except for controls and/or policies that explicitly require a waiver be adjudicated at the DOC CIO level.  Compliance with collective bargaining agreements and labor relations laws constitute legitimate grounds for OUs to grant waivers to security requirements. Circumstances for waivers differ from controls baseline tailoring as described in Section 2.2.1 above, in that waivers are to be provided for instances of widespread (affecting multiple OU systems or users) inability to implement certain policy requirements or in situations where policies explicitly require a waiver for a specific control or requirement. Waiver requests must document, as applicable: 

1. Explanation of unique circumstance justifying foregoing the implementation of the requirement/control; 
1. Description of compensating controls that provide an equivalent or comparable protective value to that of the requirement/control not being implemented; 
1. Description of any residual risk introduced as a result of not implementing the requirement/control;
1. Documented POA&Ms for controls not currently being employed but which are planned; and
1. Decision by the OU CIO (or DOC CIO in cases where policy requires DOC CIO approval of waivers).
Waivers must be referenced in relevant system security documentation (e.g., SSP and Risk Assessment) and made available to the DOC CISO/SAISO upon request.  

[bookmark: _Toc393980358]Enforcement

The DOC ITSPP and CITRs are issued under the authority of the Department Administrative Order (DAO) 200-0, DOC Handbooks and Manuals as a section of the IT Management Handbook, and thereby have the same force and effect as a DAO.

Violations of the DOC ITSPP and/or CITRs may result in loss of IT access, disciplinary action, or other consequences consistent with DAO 202-751, Discipline, and/or civil or criminal action against the offending employee(s), associate(s), and/or contractor(s), consistent with applicable law, or contract terms as applicable.


1. [bookmark: _Toc393980359]IT Security Roles and Responsibilities
The responsibility to protect DOC information and technological resources extends to all non-public users and requires collaboration across various offices to coordinate activities associated with DOC’s security posture, technological environment, and overall risk management.
[bookmark: _Toc393980360]DOC Personnel
All of the responsibilities and requirements delineated by the DOC ITSPP apply to any individual performing a security role as described below, regardless of employer. Additional security requirements that are not within the scope of this document are described in the DOC Manual of Security Policies and Procedures.  
[bookmark: _Toc393980361]DOC Senior Officials
The roles in this section are carried out by individuals at the Departmental level. DOC Senior Officials are responsible for the day-to-day management and general supervision of their respective programs and/or OUs. 
[bookmark: _Toc208291354][bookmark: _Toc208291598][bookmark: _Toc208291916][bookmark: _Toc215036763][bookmark: _Toc219715532][bookmark: _Toc393980362]3.2.1	Secretary of Commerce
[bookmark: _Toc208291355][bookmark: _Toc208291599][bookmark: _Toc208291917][bookmark: _Toc215036764][bookmark: _Toc219715533]The Secretary of Commerce is responsible for ensuring the DOC information and information systems are protected in accordance with directives from the Office of Management and Budget (OMB), Congress, and as set forth in Presidential Directives (PDs). 
[bookmark: _Toc393980363]3.2.2	DOC Chief Information Officer (CIO)
[bookmark: _Toc215036765][bookmark: _Toc219715534]The responsibilities of the DOC CIO are specifically defined in Departmental Organization Order (DOO) 15-23, Chief Information Officer. 
The DOC CIO also performs the following duties: 
Leads the management of information resources throughout the Department, ensuring that the Department’s programs make full and appropriate use of information technology;
Monitors and evaluates the performance of IT programs on the basis of applicable performance measurements and advise the Secretary/Deputy Secretary regarding whether to continue, modify, or terminate a program or project;
Designates in writing, a DOC CISO/SAISO, to execute the IT Security Program to assure the confidentiality, integrity, and availability of information and IT resources, with information security protections commensurate with the risk and magnitude of the harm resulting from unauthorized access for national and non-national security systems; 
Develops, maintains, and facilitates the implementation of a Strategic IT Plan and an Enterprise IT Architecture for the Department; 
Approves and issues DOC policies and other guidance for the management of information resources throughout the Department, and monitor and enforce compliance with such policies and guidance;
Monitors, evaluates, and reports to the Secretary of Commerce on the status of IT security within the Department; 
Serves as the Department's Chief Infrastructure Assurance Officer (CIAO) to carry out the critical infrastructure protection policies provided in Presidential Decision Directive 63 of May 22, 1998, and support implementation of the Department’s Critical Infrastructure Protection Program;
Carries out the Secretary's responsibilities under OMB Circular A-130, "Management of Federal Information Resources"; and 
Serves as Chair of the Commerce CIO Council to promote effective IT management practices throughout the Department and share information of a crosscutting nature.
[bookmark: _Toc393980364]3.2.3	DOC Chief Information Security Officer (CISO)/SAISO
[bookmark: _Toc208291357][bookmark: _Toc208291601][bookmark: _Toc208291919][bookmark: _Toc215036766][bookmark: _Toc219715535]The DOC CISO is the Senior Agency Information Security Officer (SAISO) who directs the management of the Department’s IT Security Program. The DOC CISO/SAISO, with the support of DOC Senior Officials, establishes a strong foundation for DOC IT security by interacting with internal and external resources, and coordinating IT security compliance across DOC OUs.
The DOC CISO/SAISO coordinates with the DOC CIO, Director of the Office of Cyber Security (OCS), the Compliance and Risk Management Officer (CRMO), the Critical Infrastructure Protection Manager (CIPM), OU ITSOs, Information Technology Security Coordinating Committee (ITSCC) and OU CIOs to: 
Develop, document, and implement the DOC IT Security Program to provide information security for the electronic information and information systems that support the operations and assets of the DOC including those provided or managed by another agency, contractor, or other source, that includes: 
Develop and maintain IT security policies, plans, control techniques and procedures for information systems, to include developing related standards to be followed by the OU, and developing standards, procedures, and practices to establish an IT Security Program as an integral part of the IT Management Program; 
Inform personnel of training requirements (i.e., IT Security Awareness Training) to access information systems that support the operations and assets of the DOC; 
Train and oversee personnel with significant responsibilities for information security with respect to such responsibilities;
Define activities associated with Security Assessment and Authorization (A&A), including configuration management, security assessment, and implementation of enterprise-wide tools; and
Oversee required IT Security reporting activities to external and internal entities. 
Plan and co-chair regular meetings of the IT Security Coordinating Committee (ITSCC) as a forum for exchange and action on Department-wide IT security practices, guidance and policies; and
In coordination with SHRO, OSY, and OAM, review and revise position risk designations on a sampling basis at least annually and as position functions change.
[bookmark: _Toc393980365]3.2.4	DOC Director of the Office of Cyber Security (OCS)
[bookmark: _Toc219715536]The DOC Director of the OCS coordinates with the DOC CIO, CISO/SAISO, CRMO, CIPM and OU CIOs to: 
Ensure IT security is included in the DOC Strategic IT Planning and Enterprise Architecture (EA) efforts; and 
Identify IT security resource requirements for the Department. Each OU CIO or equivalent will ensure that funds and personnel needed to manage the IT Security Program are adequately addressed within their OU. 
[bookmark: _Toc393980366]3.2.5	DOC IT Security Compliance & Risk Management Officer (CRMO)
[bookmark: _Toc208291359][bookmark: _Toc208291603][bookmark: _Toc208291921][bookmark: _Toc215036768][bookmark: _Toc219715537]The DOC CRMO coordinates with the DOC CIO, CISO/SAISO, Director of OCS, CIPM, and OU CIOs to: 
Monitor and evaluate the status of the DOC IT Security posture by performing annual compliance reviews of OU IT Security Programs; 
Advise the DOC CIO and OU CIOs of technological IT security advances that can be used on a Department-wide scale and provide reduced costs for IT security efforts; and 
Report to the DOC CIO and external entities, such as OMB, Government Accountability Office (GAO), and Congress, on IT Security Program status within the Department. 
[bookmark: _Toc393980367]3.2.6	DOC Critical Infrastructure Protection Manager (CIPM)
[bookmark: _Toc208291360][bookmark: _Toc208291604][bookmark: _Toc208291922][bookmark: _Toc215036769][bookmark: _Toc219715538]The responsibilities of the DOC CIPM encompass establishment, coordination, and implementation of all activities associated with the protection of Critical Infrastructure, including the IT component of Continuity of Operations Planning (COOP). 
The CIPM coordinates with the DOC CIO, CISO/SAISO, Director of OCS, CRMO, CIPM, and OU CIOs to: 
Develop the DOC Critical Infrastructure Protection (CIP) Program, including providing the Director of the OCS with input on policies and procedures for (i) incident response capability, (ii) the IT component of COOP; 
Act as the DOC liaison with United States Computer Emergency Readiness Team (US-CERT), and manage DOC Federated Computer Incident Response Program; and 
Identify resource requirements, including funds, personnel, and contractors, needed to manage the CIP Program. 
[bookmark: _Toc393980368]3.2.7	DOC Director for Security
[bookmark: _Toc208291361][bookmark: _Toc208291605][bookmark: _Toc208291923][bookmark: _Toc215036770][bookmark: _Toc219715539]The DOC Director for Security, as defined by DOO 20-6,  Director for Security, Section 5 coordinates with the DOC CIO, CISO/SAISO, Director of OCS, CRMO, CIPM, and OU CIOs to: 
Develop and enforce appropriate physical security controls; 
Serve as the principal Departmental official for coordinating and assisting in the establishment and continuation of a Department-wide emergency action program, to include emergency preparedness, particularly as applicable to the requirements of EO 12656, Assignment of Emergency Preparedness Responsibilities;
Identify and address the physical security needs of computer installations, office environments, and backup installations; 
Process and maintain personal background checks and security clearance records; 
Issue Identification (ID) badges to DOC personnel at the Office of Security (OSY) controlled Credentialing Centers and Common Access Card (CAC) stations in accordance with Homeland Security Presidential Directive-12 (HSPD-12); 
Serve as the Department's liaison with agencies of federal, state, and local government in security, executive protection, and Departmental counterintelligence issues; and 
Conduct investigations under the authorities, functions, and responsibilities of OSY. 
[bookmark: _Toc393980369]3.2.8	DOC Chief Privacy Officer
The DOC Chief Privacy Officer functions as the Executive Director for the Senior Agency Official for Privacy (SAOP), having overall responsibility and accountability for ensuring the agency’s implementation of information privacy protections and the development and evaluation of legislative, regulatory, and other policy proposals which involve information privacy issues, consistent with the responsibilities under the E-Government Act of 2002 and FISMA.
[bookmark: _Toc393980370]3.2.9	Privacy Program Coordinator
The Privacy Program Coordinator reports directly to the Chief Privacy Officer and serves as the primary point of contact for OU (Bureau) Privacy Officers for the review, coordination, and analysis of personally identifiable information (PII) breaches and privacy impact assessments (PIAs), ensures PII breach incident reports follow guidelines established in the “Department of Commerce PII, Business Identifiable Information, and Privacy Act Breach Response and Notification Plan,” and provides assistance in the development of policies, regulations, procedures, and guidelines relating to PII breach incident reporting, and approval of PIAs. 
[bookmark: _Toc393980371]3.2.10	DOC Deputy Chief Privacy Act/Freedom of Information Act (FOIA) Officer
The Deputy Chief Privacy Act/Freedom of Information Act (FOIA) Officer develops and oversees the implementation of Department-wide policies and procedures relating to the Privacy Act and administration of FOIA, assures that personal information contained in a Privacy Act system of records is handled in compliance with its provisions, and manages the Department’s FOIA process and implements programs required by FOIA for providing public access to Departmental records and information.
[bookmark: _Toc393980372]Operating Unit (OU) Roles
This section describes the core security-related responsibilities for senior officials and information and/or system owners within DOC OUs. More comprehensive descriptions and additional security roles can be found in NIST SP 800-37. Not all roles listed in this section will apply to all OU information systems.

[bookmark: _Toc208291363][bookmark: _Toc208291607][bookmark: _Toc208291925][bookmark: _Toc215036772]The head of each OU or departmental office, in consultation with the Servicing Human Resources Office (SHRO), must ensure that each position is designated at the appropriate level of sensitivity and/or risk in accordance with the DOC Manual of Security Policies and Procedures, Chapter 10.  Heads of OUs assign responsibilities based on management responsibility.  They also ensure that this designation is clearly stated in the position description so that OSY can perform the appropriate background investigation.  Future changes in responsibilities or delegations may involve changes in working conditions that should not be made before required bargaining with appropriate organizations occurs.
[bookmark: _Toc393980373][bookmark: _Toc219715541]3.3.1	Risk Executive (Function) 
The risk executive (function) is an individual or group within an organization that helps to ensure that: (i) risk-related considerations for individual information systems, to include authorization decisions, are viewed from an organization-wide perspective with regard to the overall strategic goals and objectives of the organization in carrying out its core missions and business functions; and (ii) managing information system-related security risks is consistent across the organization, reflects organizational risk tolerance, and is considered along with other types of risks in order to ensure mission/business success. This function may be retained by the head of the agency/organization or delegated to another official or group (e.g., an executive leadership council). 
If there is a risk executive (function) role, the individual or group are to be U.S. government personnel only. 
[bookmark: _Toc393980374]3.3.2	OU Chief Information Officer (CIO)
OU CIOs examine the interdependencies and interconnections of IT resources and provide for the separation of duties, including sufficient supervision and coordination among System Owners (SOs).
The OU CIO coordinates with the DOC CIO, CISO/SAISO, Director of OCS, CRMO, and CIPM to:
Oversee the management of the OU IT Security Program and approve OU supplements to the DOC ITSPP;
Appoint, in writing, an OU CISO/ SAISO/ ITSO to implement the IT Security Program; and
Serve as the AO or Co-AO, as necessary, for unclassified systems within the OU.

The following OU CIO responsibilities may be delegated to the OU CISO/SAISO/ITSO as necessary:
Manage the OU IT Security Program;
Develop, maintain, and oversee the OU IT Security Policy;
Ensure that IT security policies are developed and approved;
Ensure the implementation of the IT Security Program complies with FISMA, which includes independent evaluations of the program;
[bookmark: _Toc215036773]Provide overall management of and leadership and direction to the IT Security Program;
Report the status of the IT Security Program to the DOC CRMO, and any weaknesses of the program;
Ensure that the IT Security Planning is done throughout the life cycle of the system;
Ensuring that all IT resources are identified, including complying with the Department’s capital asset budget planning process and following a methodology consistent with NIST SP 800-65, Integrating IT Security into the Capital Planning and Capital Investment Control Process, and making IT security explicit in IT investments and capital programming;
Train and oversee personnel with significant responsibilities for information security; and
Provide feedback to the Department on the status of the program in the OU as required by FISMA, and suggest improvements or areas of concern in the OU program or any other Departmental program or activity; and,
[bookmark: _Toc393980375]3.3.3	Information Owner/Steward
The information owner/steward is an organizational official with statutory, management, or operational authority for specified information and the responsibility for establishing the policies and procedures governing its generation, collection, processing, dissemination, and disposal. The owner/steward of the information processed, stored, or transmitted by an information system may or may not be the same as the system owner. A single information system may contain information from multiple information owners/stewards. Information owners/stewards provide input to information system owners regarding the security requirements and security controls for the systems where the information is processed, stored, or transmitted.
[bookmark: _Toc219715542][bookmark: _Toc393980376]3.3.4	OU Privacy Act Officer/Freedom of Information Act (FOIA) Officer
[bookmark: _Toc208291364][bookmark: _Toc208291608][bookmark: _Toc208291926][bookmark: _Toc215036774]Each OU Privacy Officer/FOIA Officer or equivalent is responsible for providing information on procedural issues involving the Privacy Act and addressing privacy concerns relative to their individual OU. The Office of General Counsel (OGC) provides guidance on all legal issues involving the Privacy Act.
[bookmark: _Toc393980377]3.3.5	OU (Bureau) Privacy Officers
The OU (Bureau) Privacy Officers provide oversight on the implementation of privacy policies, procedures, and guidance within the OUs and ensure effective execution of breach responses.
[bookmark: _Toc219715543][bookmark: _Toc393980378]3.3.6	OU Information Technology Security Officer (ITSO)/OU CISO/SAISO
The OU ITSO is the CISO/SAISO appointed by the OU CIO.  An OU CISO/SAISO is responsible for ensuring that the appropriate operational security posture is maintained for information systems and programs under their OU’s control.  The OU CISO/SAISO reports to the DOC CISO/SAISO, through the OU CIO.  In contrast, within NOAA, a NOAA Line Office (LO) ITSO has responsibility for the IT Security Program within their major subordinate component.  The OU CISO/SAISO serves as the principal advisor to the AO, SO, NOAA LO ITSO and DOC CISO/SAISO on all matters (technical and otherwise) involving the security of the OU’s IT systems, and maintains copies of artifacts required for security authorization (as described in CITR-019: Risk Management Framework). Additionally, the OU CISO/SAISO/ITSO must:

· Develop and maintain the OU IT Security Policy, procedures, standards, and guidance consistent with Departmental and Federal requirements;
· Conduct continuous monitoring of the OU’s IT Security Program annually to ensure effective implementation of, and compliance with, established policies and procedures;
· Establish a process to ensure that all users are provided annual information system security training, copies of Rules of Behavior (RoB), and are trained to fulfill their IT security responsibilities including procedures for general and specialized training;
· Notify SOs of user infractions identified during routine compliance assessments;
· Participate as a voting member of the ITSCC, participate in special committees under the ITSCC, and provide other support for the ITSCC as appropriate;
· Coordinate with the Director of the OCS, OU CIO and CIPM, as appropriate, concerning incidents and potential threats; and
· Complete the DOC IT Compliance in Acquisition Checklist or a materially similar checklist in coordination with the following individuals, as appropriate:  Cognizant OCIO, Cognizant OCIO Representative, OU COTR, OU ISSO, OU-approved Program/Requesting Office IT Security Officer, and CO.  
As appropriate, the ITSO/SAISO may also take on the responsibilities of the Information System Security Engineer and Information Security Architect roles, as described in NIST SP 800-37.
[bookmark: _Toc208291365][bookmark: _Toc208291609][bookmark: _Toc208291927][bookmark: _Toc215036775][bookmark: _Toc219715544][bookmark: _Toc393980379]3.3.7	Authorizing Official (AO)/Co-Authorizing Official (Co-AO)
[bookmark: _Toc208291366][bookmark: _Toc208291610][bookmark: _Toc208291928]The AO is a senior official or executive with the authority to assume responsibility for operating an information system at an acceptable level of risk to operations, assets, or individuals by granting an Authorization to Operate (ATO) or Deny Authorization to Operate (DATO) as defined in NIST SP 800-37.  The role of Co-AO is the OU CIO for their respective OU.  AOs/Co-AOs must have the authority to oversee the budget and business operations of the information system within the DOC.  The AO approves system security requirements, System Security Plans (SSPs), Interconnection Security Agreements (ISAs), and Memorandums of Agreements (MOAs) and/or Memorandums of Understanding (MOUs).
[bookmark: _Toc215036776][bookmark: _Toc219715545]The AO is also ultimately responsible for ensuring continued ATOs for systems under their responsibility by reaffirming acceptable Continuous Monitoring results and reassessing, documenting, and accepting risks at least annually for systems that fall under their responsibility. Reaffirmation of the ATO must be documented in writing, either by signing off on acceptable assessment results or by signing a Reauthorization Memo, and entered into the Cyber Security Assessment and Management (CSAM).[footnoteRef:1] [1:  Formerly referred to as the DOC FISMA reporting system.] 

With the increasing complexities of missions and organizations, a particular information system may have multiple AOs. If so, agreements must be established among the AOs and documented in the SSP. 
The Authorizing Official role has inherent U.S. Government authority and is assigned to government personnel only.
[bookmark: _Toc393980380]3.3.8 	Authorizing Official Designated Representative (AODR)
The authorizing official designated representative is an organizational official that acts on behalf of an authorizing official to coordinate and conduct the required day-to-day activities associated with the security authorization process. Authorizing official designated representatives can be empowered by authorizing officials to make certain decisions with regard to the planning and resourcing of the security authorization process, approval of the security plan, approval and monitoring the implementation of plans of action and milestones, and the assessment and/or determination of risk. The designated representative may also be called upon to prepare the final authorization package, obtain the authorizing official’s signature on the authorization decision document, and transmit the authorization package to appropriate organizational officials. The only activity that cannot be delegated to the designated representative by the authorizing official is the authorization decision and signing of the associated authorization decision document (i.e., the acceptance of risk to organizational operations and assets, individuals, other organizations, and the Nation).
[bookmark: _Toc393980381]3.3.9 	Common Control Provider (DOC or OU-level) 
The common control provider is an individual, group, or organization responsible for the development, implementation, assessment, and monitoring of common controls (i.e., security controls inherited by information systems). Common control providers are responsible for: (i) documenting the organization-identified common controls in a security plan (or equivalent document prescribed by the organization); (ii) ensuring that required assessments of common controls are carried out by qualified Security Control Assessors (SCAs) with an appropriate level of independence defined by the organization; (iii) documenting assessment findings in a security assessment report; and (iv) producing a plan of action and milestones for all controls having weaknesses or deficiencies. Security plans, security assessment reports, and plans of action and milestones for common controls (or a summary of such information) is made available to information system owners inheriting those controls after the information is reviewed and approved by the senior official or executive with oversight responsibility for those controls.  The common control provider notifies system owners of any status changes to the common controls that may impact the security of their systems.
[bookmark: _Toc393980382][bookmark: _Toc208291368][bookmark: _Toc208291612][bookmark: _Toc208291930][bookmark: _Toc215036778][bookmark: _Toc219715547]3.3.10 	System Owner (SO) 
The responsibility of the SO, as defined by NIST SP 800-37, is the overall procurement, development, integration, modification, operation, security and maintenance of an information system. As specified in DOC CITR-019: Risk Management Framework, the SO must be identified on the list of key system stakeholders that is included in the required artifacts for initial system authorization.

The SO is responsible for the development and maintenance of the SSP and ensures the system is deployed and operated according to the agreed-upon security requirements. The SO is also responsible for deciding who has access to the information system (and with what types of privileges or access rights) and ensures that system users and support personnel receive the requisite security training (e.g., instruction in RoB). The SO informs key agency officials of the need to conduct a security A&A of the information system, ensures that appropriate resources are available for the effort, and provides the necessary system-related documentation to the SCA. The SO manages risk by taking appropriate steps to reduce or eliminate vulnerabilities and ensures the AO or AODR are provided with enough information to make risk-based decisions prior to adjudication.
[bookmark: _Toc393980383]3.3.11	Information System Security Officer (ISSO)
[bookmark: _Toc208291369][bookmark: _Toc208291613][bookmark: _Toc208291931][bookmark: _Toc215036779][bookmark: _Toc219715548]The responsibility of the ISSO is to ensure the appropriate operational security posture is maintained for an information system or program. As specified in DOC CITR-019: Risk Management Framework, the ISSO must be identified on the list of key system stakeholders that is included in the required artifacts for initial system authorization.
The ISSO also serves as the principal advisor to the OU CIO, OU CISO/SAISO/ITSO, and SO on all security matters for the information system. In close coordination with the SO, the ISSO often plays an active role in developing and updating the SSP as well as in managing and controlling changes to the system and assessing the security impact of those changes.  The ISSO also completes the DOC IT Compliance in Acquisition Checklist or a materially similar checklist in coordination with the following individuals, as appropriate:  Cognizant OCIO, Cognizant OCIO Representative, OU Contracting Officer’s Technical Representative (COTR), OU-approved Program/Requesting Office, ITSO, and Contracting Officer (CO).  
[bookmark: _Toc393980384]3.3.12	Security Controls Assessor (SCA)
[bookmark: _Toc208291370][bookmark: _Toc208291614][bookmark: _Toc208291932][bookmark: _Toc215036780][bookmark: _Toc219715549]The SCA is responsible for conducting a comprehensive security assessment of the security controls in an information system to determine the extent to which the controls are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting the security requirements for the system. The SCA also provides recommended corrective actions to reduce or eliminate vulnerabilities in the information system. Prior to initiating the security assessment activities that are a part of the assessment and authorization process, the SCA provides an independent assessment of the SSP to ensure the plan provides a set of security controls for the information system that is adequate to meet all applicable security requirements.
[bookmark: _Toc393980385]3.3.13	Additional Roles
[bookmark: _Toc208291371][bookmark: _Toc208291933][bookmark: _Toc215036781][bookmark: _Toc219715550]The Department defines the following additional roles, and delegates responsibilities to the individuals possessing these roles: 
[bookmark: _Toc393980386]3.3.13.1	Contracting Officer (CO)
[bookmark: _Toc208291372][bookmark: _Toc208291934][bookmark: _Toc215036782][bookmark: _Toc219715551]The COs are responsible for managing contracts/acquisitions. This includes overseeing their implementation, working in partnership with the CISO/SAISO to ensure that contracting policies adequately address the information and technology security requirements, and collaborating with the COTRs to monitor contract performance for compliance with DOC, OU, and application specific information security policies.
COs must ensure that: 
The DOC IT Compliance in Acquisition Checklist or a materially similar checklist is followed for new contracts within their responsibility; and
Any security clauses are developed and used in accordance with Departmental procurement policy, the Commerce Acquisition Regulation (CAR) and Federal Acquisition Regulation (FAR). 
[bookmark: _Toc393980387]3.3.13.2	Contracting Officer’s Technical Representative (COTR)
The COTRs, also known as CORs, are responsible for collaborating with the COs in evaluating the need for access to DOC information and/or technological resources, ensuring appropriate background investigation clearances prior to access, and monitoring such access throughout the contract term.  

Specifically, the COTRs/CORs must:

· Ensure foreign nationals will only be granted access to or perform duties on IT systems in accordance with the DOC Manual of Security Policies and Procedures and DAO 207-12;
· [bookmark: _Toc208291373][bookmark: _Toc208291935][bookmark: _Toc215036783]Notify SOs of new users and notify them to revoke access privileges in a timely manner when a user under their supervision or oversight no longer requires access privileges or he/she fails to comply with this policy; 
· Authorize remote access privileges for personnel and review remote access user security agreements on an annual basis to verify the continuing need for access, the appropriate level of privileges, and the accuracy of information contained in the agreement (e.g., systems authorized for access, and type and version of anti-virus software and personal firewall); and
· Complete the DOC IT Compliance in Acquisition Checklist or a materially similar checklist in coordination with the following individuals, as appropriate:  Cognizant OCIO, Cognizant OCIO Representative, OU ITSO, OU ISSO, OU-approved Program/Requesting Office IT Security Officer, and CO.  
[bookmark: _Toc219715552][bookmark: _Toc393980388]3.3.13.3	Supervisor
The responsibilities of a Supervisor encompass the management of subordinate users, which includes assessing, authorizing, and managing the need for access to the DOC information and/or technological resources, and taking immediate action if misuse is suspected or confirmed as defined under user responsibilities and OU and/or application specific agreements.  

Specifically, Supervisors must:

· Ensure foreign nationals will only be granted access to or perform duties on IT systems in accordance with the DOC Manual of Security Policies and Procedures and DAO 207-12, Foreign National Visitor and Guest Access Program;
· Notify SOs of new users and notify them to revoke access privileges in a timely manner when a user under their supervision or oversight no longer requires access privileges or he/she fails to comply with this policy; and
· Authorize remote access privileges for personnel and review remote access user security agreements on an annual basis to verify the continuing need for access, the appropriate level of privileges, and the accuracy of information contained in the agreement (e.g., systems authorized for access, and type and version of anti-virus software and personal firewall).
[bookmark: _Toc208291374][bookmark: _Toc208291936][bookmark: _Toc215036784][bookmark: _Toc219715553][bookmark: _Toc393980389]3.3.13.4	Account, Application, Database, Network and System Administrators
Account, Application, Database, Network and System Administrators, under the Supervisor/SO direction and specifications, are responsible for implementing IT security controls, OU-specific and application-specific policies, which minimally includes involvement of Developers and Programmers for routine testing.
[bookmark: _Toc208291375][bookmark: _Toc208291937][bookmark: _Toc215036785][bookmark: _Toc219715554][bookmark: _Toc393980390]3.3.13.5	Developers and Programmers
[bookmark: _Toc208291376][bookmark: _Toc208291938]Developers and Programmers must implement IT security controls in systems and system components (including software) as specified by the Supervisor/SO to ensure compliance with IT security controls, OU-specific, and application-specific policies. This minimally includes involvement with User Representatives and in system A&A activities, such as documentation of new system components and vulnerability testing, as well as adhering to change management guidelines.  Developers and Programmers shall apply information system security engineering principles in the specification, design, development, implementation, and modification of software.
[bookmark: _Toc215036786][bookmark: _Toc219715555][bookmark: _Toc393980391]3.3.13.6	Key Contingency Roles
Key contingency roles, such as those defined in COOP, Disaster Recovery, and IT Contingency Plans, have responsibilities to ensure that the respective plan is maintained, tested, integrated with other plans, is adequate in scope, and is relevant.
[bookmark: _Toc208291377][bookmark: _Toc208291939][bookmark: _Toc215036787][bookmark: _Toc219715556][bookmark: _Toc393980392]3.3.13.7	IT Security Incident Response Personnel
The IT Security Incident Response Personnel responsibilities include analyzing and reducing cyber threats and vulnerabilities, disseminating cyber threat warning information, coordinating incident response activities, interacting with the DOC Federation of Computer Incident Response Teams (FedCIRTs) and others to disseminate reasoned and actionable cyber security information as necessary.  These responsibilities include assuring that coordination with the US-CERT and appropriate authorities occurs as necessary.
[bookmark: _Toc208291378][bookmark: _Toc208291940][bookmark: _Toc215036788][bookmark: _Toc219715557][bookmark: _Toc393980393]3.3.13.8	Users
Users are defined as individuals having non-public access to DOC information and/or technological resources.  This scope includes those who may only have physical access within DOC facilities, or those who may only have access to shared technological resources.

All users must read, understand, and acknowledge understanding of OU and applicable application-specific policies.  At a minimum, users must:

· Complete IT Security refresher training annually;
· Understand OU property (or assets) for which they are responsible (i.e., printer, desktop, etc.);
· Know the type of information handled, and understand measures to protect it;
· Understand and be proactive in management of Federal electronic records, which extends to assurance of appropriate backups of user data;
· Cooperate with designated personnel during the investigation of incidents, compliance reviews, audits, and/or surveys regarding the security posture of the OU;
· Report suspected or confirmed security incidents (e.g., loss of Personally Identifiable Information (PII), virus or malicious code attacks) as procedurally defined by the OU;
· Obey copyrights and do not download, install, or access Peer-to-Peer (P2P) file sharing software;
· Understand only SO-approved individuals are allowed to download and install OU-approved applications onto DOC IT resources;
· Understand the consequences of actions of misuse;
· Understand that all use and content of IT systems, including computers, may be monitored, and reviewed for security purposes, as per CITR-022: Access and Use Policy; and
· Sign appropriate access agreements prior to being granted access.
[bookmark: _Toc393980394]DOC IT Groups
[bookmark: _Toc208291380][bookmark: _Toc208291616][bookmark: _Toc208291942][bookmark: _Toc215036790]The following forums have been established to ensure continuous collaboration at multiple levels.  Depending on the current DOC security posture, environment, or architecture, other forums and/or groups are established to address or review a specific issue or subject area. 
[bookmark: _Toc219715559][bookmark: _Toc393980395]3.4.1	CIO Council
[bookmark: _Toc208291381][bookmark: _Toc208291617][bookmark: _Toc208291943]As defined in DOO 15-23, Chief Information Officer, the CIO Council promotes effective IT management practices throughout the Department and shares information of a crosscutting nature, and is chaired by the DOC CIO.
[bookmark: _Toc215036791][bookmark: _Toc219715560][bookmark: _Toc393980396]3.4.2	Commerce IT Review Board (CITRB)
[bookmark: _Toc208291382][bookmark: _Toc208291618][bookmark: _Toc208291944][bookmark: _Toc215036792]As defined in DOO 15-23, Chief Information Officer, the Commerce Information Technology Review Board (CITRB), chaired by the DOC CIO, reviews and evaluates proposed IT initiatives and requests for acquisitions, reviews and evaluates ongoing IT projects, and guides a capital asset management process.
[bookmark: _Toc219715561][bookmark: _Toc393980397]3.4.3	Enterprise Architecture (EA) Advisory Group
[bookmark: _Toc208291383][bookmark: _Toc208291619][bookmark: _Toc208291945][bookmark: _Toc215036793][bookmark: _Toc219715562]The EA Advisory Group serves as a Department-wide forum for definition of a blueprint that explains how the results of strategic planning, performance planning, budgeting, capital planning and investment control, security and privacy, acquisition, and other related IT and general management processes work together to meet the enterprise’s mission and objectives.  The group defines the future state of DOC's IT based on business and technology drivers as well as the transition plan for moving from the current state to the future.
[bookmark: _Toc393980398]3.4.4	IT Security Coordinating Committee (ITSCC)
The ITSCC serves as a Department-wide forum for sharing information addressing issues and making recommendations related to IT security responsibilities and activities that affect the DOC as a whole. The ITSCC is subordinate to and reports to the CIO Council, and is sponsored by the DOC CIO.  The DOC CISO facilitates the ITSCC.  
[bookmark: _Toc215036794][bookmark: _Toc219715563][bookmark: _Toc393980399]3.4.5	Web Advisory Council (WAC)
The Department of Commerce Web Advisory Council (WAC) was established to support the management of the Department’s Web sites, to achieve compliance with applicable laws, regulations, and OMB directives, and to support high quality information services to the public. 
The WAC develops policies to aid in the implementation of applicable laws, regulations, and directives and provides recommendations to the Department of Commerce Chief Information Officer (DOC CIO) and the Department of Commerce CIO Council on Web-related matters. 
[bookmark: _Toc215036795][bookmark: _Toc219715564][bookmark: _Toc393980400]3.4.6	Electronic and IT (EIT) Accessibility Coordinator and Commerce Information Quality Task Force
The EIT Accessibility Coordinator disseminates information on EIT accessibility matters to the OUs and facilitates cooperation among them on accessibility issues.
[bookmark: _Toc208291386][bookmark: _Toc208291622][bookmark: _Toc208291948][bookmark: _Toc215036796]
The Information Quality Act mandates the issuance of information quality guidelines.  This legislation affords Commerce the opportunity to highlight its commitment to information quality by posting its information quality and peer review guidelines to demonstrate a thorough and professional approach to information release.  The Commerce Information Quality Task Force is the Office of the Secretary (OS) and OU Staff that coordinates the implementation of the Act and communicates implementation status to OMB.
[bookmark: _Toc219715565][bookmark: _Toc393980401]3.4.7 	Federation of Computer Incident Response Teams (FedCIRTs)
For each bureau operating within Commerce, that has an established Computer Incident Response Team (CIRT) that provides incident response for their respective bureau.  The remaining Commerce bureaus receive cyber incident response support from the centrally managed DOC FedCIRTs.
To support this decentralized computer incident response capability, Commerce also manages the FedCIRTs - where all CIRTs within the Department are represented.  This intra-Departmental forum allows all Commerce CIRTs to share information on a particular incident, discuss technology and security countermeasures, and leverage Department-wide resources in the event of a large-scale attack.
[bookmark: _Toc393980402]3.4.8 	Commerce Capital Planning and Investment Control (CPIC) Community
The CPIC Community performs reviews of proposed IT initiatives and projects in the development phase and conducts monthly assessments of all major IT investments.  In addition, the CPIC process supports TechStat reviews, periodic review by the Commerce IT Review Board and stage gate reviews by the Executive level management review board of significant on-going IT projects and systems currently in operation. These reviews support the systematic analysis and adjustment of the OS IT portfolio.
[bookmark: _Toc393980403]3.4.9 	HSPD-12 Working Group
The HSPD-12 Working group provides a forum for discussing issues, defining and resolving technical problems, recommending solutions concerning, and developing policy related to HSPD-12 implementation throughout the Department and its OUs.
[bookmark: _Toc393980404]3.4.10 	IT Audit Working Group
The IT Audit Working Group is a joint effort between Office of Financial Management (OFM) and OCIO to manage and remediate findings from the Financial Statements IT Audit and to develop enterprise wide solutions.
[bookmark: _Toc393980405]3.4.11 	DOC Privacy Council
The DOC Privacy Council works to strengthen Department privacy policies to ensure that they reflect the goals, values, and policies that the Department advocates.  The Council Chair, Vice Chair, and Executive Committee fulfill the role of the Senior Agency Official for Privacy (SAOP).  The SAOP has overall responsibility and accountability for ensuring the Department’s implementation of information privacy protections, including the Department’s full compliance with federal laws, regulations, and policies relating to information privacy.
[bookmark: _Toc393980406]3.4.12 	DOC PII Breach Response Task Force
The DOC PII Breach Response Task Force is the core management team responsible for providing in-depth analysis and recommendations for an appropriate response to PII breaches that may cause significant harm to individuals or the Department.
[bookmark: _Toc393980407]DOC Offices
[bookmark: _Toc215036797][bookmark: _Toc208291387][bookmark: _Toc208291623][bookmark: _Toc208291949]Given the reliance on and use of information technology, all DOC offices must coordinate, particularly with the OCIO.  This includes, but is not limited to, the following department-level offices: CFO/Assistant Secretary for Administration, Office of General Counsel (OGC), Office of Inspector General (OIG), Office of Legislative and Intergovernmental Affairs (OLIA), Office of Policy and Strategic Planning (OPSP), and Office of Public Affairs (OPA).  These offices may also coordinate with OU-equivalent offices to ensure consistency in the sharing and application of security policies and procedures.
[bookmark: _Toc219715567][bookmark: _Toc393980408]3.5.1	Office of the Chief Information Officer (OCIO)
[bookmark: _Toc215036798]As defined in DOO 15-23, the OCIO is responsible for implementing the Clinger-Cohen Act of 1996, leading the management of information resources throughout the Department, and ensuring that the Department's programs make full and appropriate use of information technology.
[bookmark: _Toc393980409]3.5.2	Office of Cyber Security (OCS)
[bookmark: _Toc208291388][bookmark: _Toc208291624][bookmark: _Toc208291950][bookmark: _Toc215036799]As defined in DOO 15-23, Chief Information Officer, the OCS must direct and implement a Department-wide cyber security program, which includes: 

· The development and implementation of a Department-wide risk management strategy to assess, respond to and monitor Department cyber security risk at the organizational level, mission/business process level and information system level; and

· The implementation of a cyber security risk management framework that guides operating units in the security categorization of information systems, selection of security controls, authorization of information systems, and the continuous monitoring of information systems and IT assets.

OCS monitors Federal IT security laws, regulations, policies, and guidance to develop Department-level security policies.  It also conducts ongoing security compliance reviews and assessments, develops performance metrics, and publishes scorecards assessing the effectiveness of OU security programs.  It maintains Department-wide Plans of Action and Milestones (POA&Ms) to record weaknesses and monitor remediation.  It directs the Department’s Enterprise Cyber Security Program, which focuses on effectively and efficiently implementing Department-wide IT security initiatives.  It directs the Department’s National Security and Critical Infrastructure Protection Program.  Lastly, OCS maintains a Department-wide information security awareness and training program that establishes OU security training requirements and monitors compliance with these requirements.
[bookmark: _Toc219715569][bookmark: _Toc393980410]3.5.3	Office of Security (OSY)
OSY is responsible for identifying, assessing, and managing mission-critical threats and providing guidance regarding the physical and environmental security controls that protect the DOC’s information system assets.  Facility security policies are established and promulgated by this office.  These controls include ensuring the COOP development and continuity of government programs, security clearance management, and physical access control mechanisms, among others, are established. 

The OSY is responsible for managing the Department's security programs, including those in the area of:

· Physical security of facilities and equipment external to computers or telecommunication lines;
· Protection of national security information;
· Personnel security, including performance of background checks and security clearance investigations of personnel;
· Coordinating with the DOC CIPM on the physical security aspect of critical infrastructure protection; 
· Emergency planning; and
· Conducting investigations to identify and/or assess threats to the Department’s mission, operations, or activities and protect Department personnel, facilities, property, or assets including IT-related incidents with a counterintelligence, criminal intelligence, protective intelligence, or counterterrorism nexus.

Further information regarding responsibilities of OSY, Operating Unit Heads, and Departmental facility/office managers is available in the DOC Manual of Security Policies and Procedures (Chapters 1 and 2), and the appropriate Departmental directives and orders (i.e., the DAO 207 series, Security and Loyalty, as well as DOO 20-6, Director for Security).
[bookmark: _Toc208291389][bookmark: _Toc208291625][bookmark: _Toc208291951][bookmark: _Toc215036800][bookmark: _Toc219715570][bookmark: _Toc393980411]3.5.4	Office of Acquisition Management (OAM)
The Office of Acquisition Management (OAM) administers and oversees the Department of Commerce (DOC) acquisition function through delegated procurement authority provided to five operating units:  National Oceanic and Atmospheric Administration (NOAA), National Institute of Standards and Technology (NIST), Patent and Trademark Office (PTO), Census Bureau, and the Office of the Secretary (OS).  OAM also maintains an operational acquisition division, Commerce Acquisition Solutions (CAS), which provides operational acquisition support to the Office of the Secretary.  The Director of OAM serves as the Senior Procurement Executive (SPE) for the Department.  The SPE has overall responsibility for planning, developing, and implementing policies and procedures for acquisitions for DOC; overseeing the acquisition planning process through oversight reviews of procurement offices; and participating on Bureau and DOC Acquisition Review Boards for larger acquisitions or acquisitions of special interest to DOC.
Senior Bureau Procurement Officials (BPO) are the senior career procurement officials within each of five operating units with delegated contracting authority.  Heads of Contracting Office (HCO) are designated by the senior BPO to head a contracting office within each operating unit with contracting authority.   Contracting Officers (CO) are warranted individuals with designated authority to enter into, administer, and/or terminate contracts and make related determinations and findings.   Contracting Officer Representatives (COR), Assistant or Alternate Contracting Officer Representatives (ACOR) and Task Managers (TM), are CO Representatives with delegated authority to monitor and provide specific contract management duties under a contract.  Program/Project Managers direct a group of related activities performed within a specified time period to meet a specific set of objectives.   
The OAM public website is located at http://www.osec.doc.gov/oam/ and includes acquisition policy and guidance is located at http://www.osec.doc.gov/oam/acquistion_management/policy/default.htm.  Posted acquisition policy and guidance includes: acquisition-related Commerce Acquisition Directives (DOO) and Department Administrative Orders (DAO); the Federal Acquisition Regulation (FAR); the Commerce Acquisition Regulation (CAR), which implements the FAR; the Commerce Acquisition Manual (CAM); Procurement Memoranda; and various OMB Circulars and Office of Federal Procurement Policy (OFPP) Policy Letters.  Congressional appropriation restrictions affecting DOC acquisitions are addressed in Procurement Memoranda.  
Acquisition planning is required for all acquisitions -- especially acquisitions for information technology.  Early and comprehensive acquisition planning is critical to a successful outcome and must begin as soon as the requirement becomes known.  Primary responsibility for acquisition planning, including development of the acquisition plan, is with the program office.  Early and close collaboration with the acquisition team including the contracting officer, legal counsel, information technology, security, budget/finance, small business and others, as appropriate, is essential.  The extent of acquisition planning and review will vary depending on the size and nature of the acquisition.  
The program official serves as the “planner” in the acquisition planning process, as defined in FAR Section 7.101.  With the advice and assistance of the Contracting officer, the planner is responsible for: preparing and maintaining acquisition plans; preparing justifications for other than full and open competition; obtaining and documenting all necessary concurrences and approvals; coordinating with the acquisition team for advice and assistance; complying with the acquisition planning requirements in FAR Part 7, DAO 208-15, DOC policy and guidance in the CAR and CAM, etc.; coordinating with the Bureau Small Business Specialist and Office of Small and Disadvantaged Business Utilization (OSDBU); coordinating with operating unit (OU) representatives of the Chief Financial Officer and Budget Officer;  coordinating with OU representatives of the Chief Information Officer on acquisitions requiring capital planning and investment control requirements as identified in 40 U.S.C. 11312 and OMB Circular A-130, any congressional restrictions relating to IT,  and other special requirements; ensuring at least one qualified Contracting Officer’s Representative (COR) is nominated as early as practicable; continually monitoring the acquisition forecast and updating quarterly to reflect Departmental and OMB budgetary decisions and reprogramming, correction of errors, or emergency requirements; and modifying the acquisition plan for major changes, both before and after contract award, and obtaining new coordination, concurrences, and approval. 
The acquisition of IT is subject to many federal and DOC requirements and clearances. When acquiring IT, the program office (customer) is responsible for early and close coordination with the bureau level OCIO, acquisition, security, budget, and others offices as necessary to be sure requirements are addressed.   CAR 1339.107-70, Information Security, requires the preparation of the DOC IT Compliance in Acquisitions Checklist or a materially similar checklist for IT service acquisitions over the micro-purchase threshold.  Recent Congressional appropriation restrictions impose additional requirements on the acquisition of certain DOC IT.   
The contracting officer, working with the acquisition team, assists the program office to ensure IT security is addressed at all stages of the acquisition (i.e., from the earliest stages of budgeting, through acquisition planning, requirements development, solicitation, source evaluation and selection, contract award and administration).  The contracting officer is responsible for addressing IT security in solicitations and contracts by inserting applicable FAR and DOC clauses (such as those in CAM 1337.70, Personnel Security Processing for contractors performing services on or within a Department of Commerce facility or through an IT system, as set forth in the DOC Manual of Security Policies and Procedures and the DOC ITSPP --which address risk and sensitivity levels, background investigations and security processing requirements; Foreign Nationals; and contract requirements and procedures). 
[bookmark: _Toc208291390][bookmark: _Toc208291626][bookmark: _Toc208291952][bookmark: _Toc215036801][bookmark: _Toc219715571][bookmark: _Toc393980412]3.5.5	Office of Human Resources Management (OHRM)
[bookmark: _Toc208291391][bookmark: _Toc208291627][bookmark: _Toc208291953][bookmark: _Toc215036802][bookmark: _Toc219715572]The Office of Human Resources Management (OHRM) maintains the Service Level Agreement (SLA) between the National Finance Center (NFC) and DOC. The SLA is for the NFC to provide payroll services for DOC.  In addition, the NFC database may be used to document the status of personnel access to information resources (e.g., employment status).  The NFC database is a resource used in conjunction with OSY resources to maintain the status of position designations (Risk/Sensitivity).  Position designation drives suitability/security background investigation and reinvestigation requirements. This database consists of Privacy Act (PA) information, which must be maintained consistent with PA requirements and can only be disclosed pursuant to disclosure provisions of the PA.
 
Servicing Human Resources Offices (SHROs) manage the human resources records for all of their respective Operating Unit (OU) personnel. The responsibilities of the SHROs for the maintenance of security of IT resources include:
 
· Providing timely and accurate information concerning personnel hiring, transfer, and termination to the OU CISO/SAISO/ITSO; 
· Assisting in the administration of IT Security Awareness training for new employees in accordance with the DOC Manual of Security Policies and Procedures, Chapter 3; 
· Maintaining records concerning personnel security violations if resulting in disciplinary action; 
· Maintaining position descriptions for all positions within serviced area; 
· Developing and providing guidance on procedures for disciplinary and/or adverse action due to IT security violations; and
· Maintaining personnel records containing the status of background checks and investigations of all personnel in accordance with the DOC Manual of Security Policies and Procedures, Chapter 11.
[bookmark: _Toc393980413]3.5.6	Office of Inspector General (OIG)
The OIG provides independent oversight through audit and evaluation of the Department's IT Security Program, in accordance with the Inspector General Act of 1978 (Public Law 95-452).  In this capacity, the OIG conducts audits of financial system controls, and evaluates the Department’s compliance with FISMA requirements.  The OIG also assists in the investigation of computer incidents that require coordination with external law enforcement agencies.  Policies relating to these areas can be found in appropriate Departmental directives, e.g., DAO 207-10, Inspector General Investigations.
[bookmark: _Toc208291392][bookmark: _Toc208291628][bookmark: _Toc208291954][bookmark: _Toc215036803][bookmark: _Toc219715573]Each OU CIO or OU CISO/SAISO/ITSO must maintain cooperative relationships with the OIG, including specific agreements and procedures covering incident response and forensics investigations if applicable.  Incidents involving suspected fraud, waste, or abuse of government resources must be reported to the OIG Fraud Hotline for investigation.
[bookmark: _Toc393980414]3.5.7	Office of General Counsel (OGC)
The OGC reviews all policy, IT security requirements, MOUs, and contract security clauses to ensure compliance with all applicable laws and regulations.   
OGC helps by reviewing DOC IT security policies to ensure the policies are aligned with current legal requirements.  OGC also reviews the legality of IT security contract clauses used by OAM in DOC contracts.
[bookmark: _Toc393980415]3.5.8	Office of Privacy and Open Government (OPOG)
The Office of Privacy and Open Government is responsible for the development and maintenance of privacy policies, procedures, and guidance essential to safeguarding the collection, access, use, dissemination, and storage of personally identifiable information (PII) and Privacy Act information in accordance with the Privacy Act of 1974, the E-Government Act of 2002, the Federal Information Security Management Act (FISMA), and policy and guidance issued by the President and Office of Management and Budget (OMB).

[bookmark: _Toc347241793]

1. [bookmark: _Toc393980416]Baseline Security Controls

Baseline controls defined in NIST SP 800-53 Rev. 4 must be employed based on the FIPS 199 security categorization of the information system.  OUs must ensure that proper security controls are in place based on the impact level, risk environment and needs of the information system.  These may include security controls that were not specifically listed in the catalog below.  OUs must refer to NIST SP 800-53 Rev. 4 for those controls that are not included in the ITSPP but are required for baselines applicable to their systems. OUs may supplement the DOC ITSPP minimum requirements with more stringent requirements justified by a risk-based management decision to require additional controls within the OU-defined environment.

The DOC ITSPP adheres to the following principles:  

· Security controls that require no additional details necessary for implementation have not been repeated from NIST SP 800-53 Rev. 4.  Security controls that do not require defined parameters have not been repeated from 800-53r4.  Additionally, security controls that must be defined at the OU or system-level are not included.  OUs must refer to NIST SP 800-53r4 for implementation details for these controls;
· Security controls that require DOC-specific parameters and/or criteria are defined below;
· OUs must consider DOC criteria for a control as additions to or elaboration of the supplemental guidance provided in NIST SP 800-53 Rev. 4. DOC Criteria have been mapped to the baselines to which they apply.  OUs must use the supplemental guidance as well as DOC criteria when implementing controls;
· Relevant DOC CITRs, policy memoranda, and FAQs are cited or referenced but not integrated into policy statements.  All current DOC CITRs, Policy Memoranda, and FAQs will continue to be effective until otherwise directed;
· Security controls and control enhancements that are not selected in NIST SP 800-53 Rev. 4 for Low, Moderate or High baselines will not be required and are not included in the DOC ITSPP unless deemed necessary for inclusion;
· Parameters determined to be feasible for implementation enterprise-wide have been defined at the DOC-level and described herein; and
· Parameters for which it is not feasible to define a minimum requirement at the DOC/enterprise level (due to scope issues and/or differing architectural environments) are to be defined at the OU or system level.  The parameters that are to be OU- or system-level defined are not listed in the security control catalog below.
1. [bookmark: _Toc393980417]Security Control Policies and Procedures
For all security control families, the DOC requires OUs to: 
a. Develop, document, and disseminate to all government   and contractor personnel with IT security responsibilities in the system development life-cycle:
1. A  policy that addresses purpose, scope, roles, responsibilities, management commitment, coordination among organizational entities, and compliance; and
2. Procedures to facilitate the implementation of the policy and associated security controls; and
b. Review policies and procedures at least annually and update as needed.

[bookmark: _Toc393980418]Security Control Catalog Key

Control Number – Security controls will be listed as follows: Control Family Abbreviation – Control Number. Enhancement Number.  For example:  AC-2.1 refers to Access Control, Control Number 2, Enhancement Number1.

Control Name/Requirement – Lists the title of the control/enhancement and details necessary for implementation.

Security Baselines – Baselines (Low, Moderate, or High) selected as applicable by NIST SP 800-53 Rev. 4 will be noted for each control.
[bookmark: _Toc393980419][bookmark: _Toc338226380]Access Control (AC)

	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Account Management

	AC-2
	Account Management
The DOC requires the OUs to manage information system accounts, including establishing, activating, modifying, reviewing, disabling, and removing accounts. 
The DOC requires the OUs to review accounts for compliance with account management requirements at least annually.
Refer to DOC Account Deactivation Timeframe Policy Reminder Memo (May 20, 2013).
	X
	X
	X

	AC-2.2
	Removal of Temporary/Emergency Accounts
The DOC requires the OUs to ensure that information systems automatically remove and/or disable temporary and emergency accounts not more than 30 days after they are created. 
	
	X
	X

	AC-2.3
	Disable Inactive Accounts
The information system automatically removes and/or disables inactive accounts after 30 days. The access period for temporary/emergency accounts must not exceed 30 days.
	
	X
	X

	Separation of Duties

	AC-5
	Separation of Duties
The DOC requires OUs to ensure that information systems enforce separation of duties through assigned access authorizations. 
The following three (3) categories of “duty”, at a minimum, shall be kept separate or compensating controls put in place to monitor activity closely: 
1. IT administration or operation (assuring systems function, to serve the system users); 
2. IT security: Operational, Oversight/Policy, and Auditing (assuring adequacy of system controls for availability, integrity, and confidentiality); and, 
3. IT management (allocating adequate resources for implementation of effective IT Security Programs and system controls). 
Due to staffing constraints, the System Owner may authorize the use of dual roles (e.g., a System Administrator may serve as a back-up for an ISSO who is on leave).  However, while serving in a dual role, compensating management controls must be implemented to ensure changes to the security posture are properly authorized.
	
	X
	X

	Unsuccessful Login Attempts

	AC-7
	Unsuccessful Login Attempts
The DOC requires the OUs to ensure that information systems enforce a maximum of five (5) consecutive invalid access attempts by a user during a fifteen (15) minute period. The information system automatically locks the account/node for a minimum of fifteen (15) minutes or delays next login prompt according to a specified organization-defined delay algorithm when the maximum number of unsuccessful attempts is exceeded.
DOC Criteria:  Locked accounts with privileged access (i.e., root or administrator access) will remain locked until unlocked by the respective Help Desk, Security Administrator, or other authorized account management personnel. 
	X
	X
	X

	System Use Notification

	AC-8
	System Use Notification
The DOC requires the OUs to ensure that information systems display an approved, system use notification message before granting system access informing potential users: (i) that the user is accessing a U.S. Government information system; (ii) that system usage may be monitored, recorded, and subject to audit; (iii) that unauthorized use of the system is prohibited and subject to criminal and civil penalties; and (iv) that use of the system indicates consent to monitoring and recording. The system use notification message provides appropriate privacy and security notices (based on associated privacy and security policies or summaries) and remains on the screen until the user takes explicit actions to log on to the information system. 

DOC Criteria: The DOC requires the following text be inserted in the message in order to give users proper notification: 
"You are accessing a U.S. Government information system, which includes: 1) this computer, 2) this computer network, 3) all computers connected to this network, and 4) all devices and storage media attached to this network or to a computer on this network. You understand and consent to the following: you may access this information system for authorized use only; you have no reasonable expectation of privacy regarding any communication of data transiting or stored on this information system; at any time and for any lawful Government purpose, the Government may monitor, intercept, and search and seize any communication or data transiting or stored on this information system; and any communications or data transiting or stored on this information system may be disclosed or used for any lawful Government purpose.”
	X
	X
	X

	Session Lock

	AC-11
	Session Lock
The DOC requires the OUs to ensure that information systems prevent further access to the system by initiating a session lock after thirty (30) minutes of inactivity, and the session lock remains in effect until the user reestablishes access using appropriate identification and authentication procedures. 
DOC Criteria:  The DOC requires OUs to initiate session lock after thirty (30) minutes of inactivity for web applications, remote access, and portable devices, and fifteen (15) minutes of inactivity for desktop systems. For all other session locks (application or system specific), the time period must be defined by the OU. 
“Inactivity” is defined as only those actions that require interaction of a user (i.e., system and application calls are not included). 
	
	X
	X

	Session Termination

	AC-12
	Session Termination
The DOC requires the OUs to ensure that information systems automatically terminate a remote session after thirty (30) minutes of inactivity. 
DOC Criteria: “Inactivity” is defined as only those actions that require interaction of a user (i.e., system and application calls are not included). 
	
	X
	X

	Remote Access

	AC-17
	Remote Access
Refer to CITR-008: Remote Access and CITR-20: Safeguarding Information While on Foreign Travel for control details.
	X
	X
	X

	AC-17.2 
	Protection of Confidentiality/Integrity Using Encryption
Refer to CITR-008: Remote Access and CITR-20: Safeguarding Information While on Foreign Travel for control details.
	
	X
	X

	Wireless Access

	AC-18
	Wireless Access
Refer to CITR-014: Wireless Encryption Enhancements Policy for control details. 
	X
	X
	X

	Access Control for Mobile Devices

	AC-19
	Access Control for Mobile Devices
Refer to CITR-008: Remote Access and CITR-020: Safeguarding Information While on Foreign Travel for control details.
	X
	X
	X

	Use of External Information Systems

	AC-20
	Use of External Information Systems
Refer to NIST SP 800-53 Rev. 4 AC-20 for control details.
DOC Criteria: The DOC requires the OUs to verify and document requirements in an Interconnection Security Agreement (ISA), Memorandum of Agreement (MOA), Memorandum of Understanding (MOU) and/or contract.
	X
	X
	X

	AC-20.2
	Portable Storage Devices
The DOC restricts the use of organization-controlled portable storage devices by authorized individuals on external information systems.
	
	X
	X


[bookmark: _Toc393980420]Security Awareness and Training (AT)

	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Security Awareness Training

	AT-2
	Security Awareness Training
The DOC requires the OUs to provide basic security awareness training to all information system users (including managers and senior executives) before authorizing access to the system, when required by system changes, and at least annually thereafter based on fiscal year.    
    
DOC Criteria: A user may be granted temporary access where an information system security orientation is provided with granted access, until the training requirement can be met. In this instance, training shall be met within thirty (30) calendar days. 
If a user refuses to engage in, or cannot meet the training requirement due to extenuating circumstances, access to information and resources must be suspended, and a risk-based decision whether to reinstate access made by the AO.
	X
	X
	X

	Role-Based Security Training

	AT-3
	Role-Based Security Training
Refer to CITR-006: Information System Security Training for Significant Roles for control details.
	X
	X
	X

	Security Training Records

	AT-4
	Security Training Records
Refer to CITR-006: Information System Security Training for Significant Roles for control details.
	X
	X
	X


[bookmark: _Toc393980421][bookmark: _Toc347241799]Audit and Accountability (AU)

	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Audit Events

	AU-2
	Audit Events
The DOC requires the OUs to ensure the information system generates audit records for events as defined by the OU. 

DOC Criteria: The list of auditable events to be recorded should include, but is not limited to: account logon events, account management events, directory service access events, object access failures, policy change failures, privilege use failures, and system events. Other events must be defined by the OU. 
The DOC requires logging all computer-readable data extracts from databases holding sensitive information (refer to OMB M-06-16:  Protection of Sensitive Agency Information).
	X
	X
	X

	AU-2.3
	Reviews and Updates
The DOC requires the OUs to review and update list of audited events at least annually.
	
	X
	X

	Content of Audit Records

	AU-3
	Content of Audit Records
Refer to NIST SP 800-53 Rev. 4 AU-3 for control details.
DOC Criteria:  The DOC requires the following record content for data extracts from databases holding sensitive information: date of extraction, date of extraction deletion, name of extractor, and storage location of extraction. 
	X
	X
	X

	AU-3.2
	Centralized Management of Planned Audit Record Content
The DOC requires the OUs to ensure the information system provides the capability to centrally manage the content of audit records generated by individual components throughout the system. 
	
	
	X

	Response to Audit Processing Failures

	AU-5.1
	Audit Storage Capacity
The DOC requires the OUs to ensure the information system provides a warning when allocated audit record storage volume reaches 90% of maximum audit record storage capacity. 
	
	
	X

	AU-5.2
	Real-Time Alerts
The DOC requires the OUs to ensure the information system provides a real time alert when the following audit failure events occur: software/hardware error, failure in audit capturing mechanism, and capacity met for audit record storage capacity. 
	
	
	X

	Time Stamps

	AU-8
	Time Stamps
DOC requires information systems to:
a. Use internal system clocks to generate time stamps for audit records; and
b. Record time stamps for audit records that can be mapped to Coordinated Universal Time (UTC) or Greenwich Mean Time (GMT) and are accurate to the second.
	X
	X
	X

	Audit Record Retention

	AU-11
	Audit Record Retention
The DOC requires the OUs to retain audit logs for at least ninety (90) days to provide support for after-the-fact investigations of security incidents and to meet regulatory and organizational information retention requirements.
	X
	X
	X

	Audit Generation

	AU-12.1
	Time-Correlated Audit Trail
DOC information systems must compile audit records from events listed in AU-2 into a system-wide (logical or physical) audit trail that is time-correlated to within 2 seconds.
	
	
	X


[bookmark: _Toc393980422]Security Assessment and Authorization (CA)
	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Security Assessments

	CA-2
	Security Assessments
Refer to CITR-019: Risk Management Framework (RMF) for control details.
	X
	X
	X

	CA-2.2 
	Specialized Assessments
Refer to CITR-019: Risk Management Framework (RMF) for control details.
	
	
	X

	Information and System Connections

	CA-3
	Information and System Connections
Refer to CITR-019: Risk Management Framework (RMF) for control details.
DOC Criteria: The DOC requires OUs to review and update Interconnection Security Agreements at least annually and update as necessary. 
	X
	X
	X

	Plan of Action and Milestones

	CA-5
	Plan of Action and Milestones
Refer to CITR-018: IT Security Plans of Action and Milestones (POA&M) for control details. 
	X
	X
	X

	Security Authorization

	CA-6
	Security Authorization
Refer to CITR-019: Risk Management Framework (RMF) for control details.
	X
	X
	X

	Continuous Monitoring

	CA-7
	Continuous Monitoring
Refer to OMB M-14-03: Enhancing the Security of Federal Information and Information Systems and CITR-019: Risk Management Framework (RMF) for control details.
	X
	X
	X

	CA-7.1
	Independent Assessment
Refer to CITR-019: Risk Management Framework (RMF) for control details.
	
	X
	X

	Penetration Testing

	CA-8
	Penetration Testing
Penetration testing must be conducted at least annually as part of annual assessment.
	
	
	X


[bookmark: _Toc393980423]Configuration Management (CM)

	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Baseline Configuration

	CM-2.1
	Reviews and Updates
Refer to CITR-017: Security Configuration Checklist Program for control details.
Baseline configuration documentation must be reviewed and updated:
a. At least annually;
b. When required due to a significant system change; and
c. As an integral part of information system component installations and updates. 
	
	X
	X

	CM-2.3
	Retention of Previous Configurations
The DOC requires OUs to retain at minimum one previous version of the system configuration to support rollback.
	
	X
	X

	CM-2.4 
	Configure Systems, Components, or Devices for High-Risk Areas
Refer to CITR-20: Safeguarding Information While on Foreign Travel for control details.
	
	X
	X

	Security Impact Analysis

	CM-4
	Security Impact Analysis
Refer to CITR-019: Risk Management Framework (RMF) for control details. 
	X
	X
	X

	CM-4.1
	Separate Test Environments
Refer to CITR-019: Risk Management Framework (RMF) for control details.
	
	
	X

	Configuration Settings

	CM-6
	Configuration Settings
Refer to CITR-017: Security Configuration Checklist Program for control details. 
	X
	X
	X

	Least Functionality

	CM-7.1
	Periodic Review
Refer to CITR-019: Risk Management Framework (RMF) for control details.
	
	X
	X

	CM-7.2
	Prevent Program Execution
The list of prohibited and/or restricted functions, ports, protocols, and/or services, shall be included in the SSP.
	
	X
	X

	Information System Component Inventory

	CM-8
	Information System Component Inventory
Refer to CITR-017: Security Configuration Checklist Program for control details. 
	X
	X
	X

	CM-8.3 E(3)
	Automated Unauthorized Component Detection
Refer to CITR-017: Security Configuration Checklist Program for control details. 
The DOC requires OUs to take action as appropriate to address detection of unauthorized components.
	
	X
	X

	Software Usage Restrictions

	CM-10
	Software Usage Restrictions
Refer to CITR-011, Peer-to-Peer Technology and CITR-022: Access and Use for control details.
	X
	X
	X

	User-Installed Software

	CM-11
	User-Installed Software
Refer to CITR-022: Access and Use, for control details.
	X
	X
	X


[bookmark: _Toc347241803][bookmark: _Toc393980424]Contingency Planning (CP)

	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Contingency Plan

	CP-2
	Contingency Plan
The DOC requires the OUs to develop and implement a Contingency Plan for the information system addressing contingency roles, responsibilities, assigned individuals with contact information, and activities associated with restoring the system after a disruption or failure. Designated officials within the organization review and approve the Contingency Plan and distribute copies of the plan to key contingency personnel at least annually and update as needed. 
	X
	X
	X

	CP-2.3 
	Resume Essential Missions/Business Functions
See OMB M-04-15: Development of Homeland Security Presidential Directive (HSPD) - 7 Critical Infrastructure Protection Plans to Protect Federal Critical Infrastructures and Key Resources for related requirements.
	
	X
	X

	CP-2.8
	Identify Critical Assets
See OMB M-04-15: Development of Homeland Security Presidential Directive (HSPD) - 7 Critical Infrastructure Protection Plans to Protect Federal Critical Infrastructures and Key Resources for related requirements.
	
	X
	X

	Contingency Training

	CP-3
	Contingency Training
Refer to CITR-006: Information System Security Training for Significant Roles for control details.
	X
	X
	X

	CP-3.1
	Simulated Events
Refer to CITR-006: Information System Security Training for Significant Roles and CITR-015: Contingency Plan Testing and Exercise Activities for control details.
	
	
	X

	Contingency Plan Testing and Exercise

	CP-4
	Contingency Plan Testing
Refer to CITR-015: Contingency Plan Testing and Exercise Activities and FAQ II for control details.
	X
	X
	X

	CP-4.2
	Alternate Processing Site
Refer to CITR-015: Contingency Plan Testing and Exercise Activities for control details.
	
	
	X

	Telecommunications Services

	CP-8
	Telecommunications Services
Refer to OMB M-05-16: Regulation on Maintaining Telecommunication Services During a Crisis or Emergency in Federally-owned Buildings for control details.
	
	X
	X

	Information System Backup

	CP-9.1
	Testing for Reliability/Integrity
The DOC requires the OUs to test backup information at least annually to verify media reliability and information integrity.
Refer to CITR-015: Contingency Plan Testing and Exercise Activities and FAQ II for control details.
	
	X
	X

	CP-9.3
	Separate Storage For Critical Information
The DOC requires the OUs to store backup copies of the operating system and other critical information system software in a separate facility or in a fire-rated container that is not collocated with the operational software.
	
	
	X

	Information System Recovery and Reconstitution

	CP-10
	Information System Recovery and Reconstitution
The DOC requires the most recent secure backups for system components should include the most recent known baseline configuration for all components.
	X
	X
	X


[bookmark: _Toc393980425]Identification and Authentication (IA)
	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	User Identification and Authentication

	IA-2
	Identification and Authentication (Organizational Users)
The DOC requires the OUs to ensure the information system uniquely identifies and authenticates users (or processes acting on behalf of users). 
DOC Criteria: For remote access, DOC requires two-factor authentication (Level 3 compliant as defined in CITR-008: Remote Access) where one factor is provided by a device separate from the computer gaining access for remote access. See OMB M-04-04, E-Authentication Guidance for Federal Agencies, OMB M-06-16, Protection of Sensitive Agency Information, OMB M-06-19, Reporting Incidents Involving Personally Identifiable Information and Incorporating the Cost for Security in Agency Information Technology Investments, and OMB M-07-16, Safeguarding Against and Responding to the Breach of Personally Identifiable Information. 

For remote access by portable and mobile devices, DOC requires the use of two-factor authentication where one factor is provided by a device separate from the computer gaining access. 

Refer to Policy Memorandum for the Continued Implementation of Homeland Security Presidential Directive 12 (HSPD-12) for control details.
	X
	X
	X

	Authenticator Management

	IA-5.1

	Password-Based Authentication
Refer to CITR-021: Password Management for control details.
	X
	X
	X

	IA-5.11

	Hardware Token-Based Authentication
Refer to M-11-11, Continued Implementation of Homeland Security Presidential Directive (HSPD) 12- Policy for a Common Identification Standard for Federal Employees and Contractors for control details.
	X
	X
	X


[bookmark: _Toc338226386][bookmark: _Toc347241807][bookmark: _Toc393980426][bookmark: _Toc338226387][bookmark: _Toc347241809]Incident Response (IR)
	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Incident Response Training

	IR-2
	Incident Response Training
Refer to CITR-006: Information System Security Training for Significant Roles for control details.
	X
	X
	X

	Incident Response Testing

	IR-3
	Incident Response Testing
The DOC requires the OUs to test the incident response capability for the information system at least annually using OU-defined tests to determine the incident response effectiveness and documents the results. Responding to a genuine security incident will fulfill the annual testing requirement.
	
	X
	X

	Incident Monitoring

	IR-5
	Incident Monitoring
The DOC requires the OUs to track and document information system security incidents on an ongoing basis. 
	X
	X
	X

	Incident Reporting

	IR-6
	Incident Reporting
The DOC requires the OUs to:
a. Require personnel to report suspected security incidents and PII breaches to the organizational incident response capability as soon as possible.  The organizational incident response capability must report the PII incident to the DOC Chief Privacy Officer, DOC-CIRT (where DOC-CIRT is not the receiving CIRT), and US-CERT within one (1) hour of discovery/detection; and
b. Report security incident information to the servicing incident response team.
	X
	X
	X

	Incident Response Assistance

	IR-7
	Incident Response Assistance
The DOC requires the OUs to provide an incident response support resource that offers advice and assistance to users of the information system for the handling and reporting of security incidents. The support resource is an integral part of the DOC incident response capability.

DOC Criteria: The US-CERT provides assistance to the DOC FedCIRT in handling incidents, technical inquiries, as well as alerts and advisories, via a 24-hour Incident Response Center. User assistance must be provided as part of each OU’s Incident Response capability.

The OSY Investigations and Intelligence Program provides assistance to the DOC FedCIRT in handling incidents, technical inquiries, as well as alerts and advisories that have a counterintelligence nexus.
	X
	X
	X


[bookmark: _Toc338226388][bookmark: _Toc347241811][bookmark: _Toc393980427]Media Protection (MP)
	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Media Labeling

	MP-3
	Media Marking
The DOC requires the OUs to: (i) affix external labels to removable information system media and information system output indicating the distribution limitations, handling caveats and applicable security markings (if any) of the information; and (ii) exempt specific types of OU-defined media or hardware components from labeling so long as they remain within the OU-defined protected environment.
	
	X
	X

	Media Transport

	MP-5
	Media Transport
The DOC requires the OUs to:
a. Protect and control removable media devices as required by CITR-005: Removable Media Devices;
b. Maintain accountability for information system media during transport outside of controlled areas;
c. Document activities associated with the transport of information system media; and
d. Restrict the activities associated with the transport of information system media to authorized personnel.
	
	X
	X

	MP-5.4

	Cryptographic Protection
Refer to CITR-005: Removable Media Devices and CITR-020: Safeguarding Information While on Foreign Travel for control details.
	
	X
	X

	Media Use

	MP-7
	Media Use
Refer to CITR-005: Removable Media Devices for control details specific to Moderate and High systems.
	X
	X
	X
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	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Physical Access Authorizations

	PE-2
	Physical Access Authorizations
The DOC requires the OUs to:
a. Develop, approve, and maintain a list of individuals with authorized access to the facility where the information system resides;
b. Issue authorization credentials for facility access;
c. Review the access list detailing authorized facility access by individuals at least annually; and
d. Remove individuals from the facility access list when access is no longer required.
	X
	X
	X

	Access Control for Display Medium

	PE-5
	Access Control for Output Devices
The DOC requires the OUs to control physical access to information system output devices to prevent unauthorized individuals from obtaining the output.
	
	X
	X

	Monitoring Physical Access

	PE-6
	Monitoring Physical Access
The DOC requires the OUs to:
a. Monitor physical access to the facility where the information system resides to detect and respond to physical security incidents;
b. Review physical access logs at least annually and upon occurrence of OU-defined events or potential indications of events; and
c. Coordinate results of reviews and investigations with the organizational incident response capability.
	X
	X
	X

	Visitor Access Records

	PE-8
	Visitor Access Records
The DOC requires the OUs to:
a. Maintain visitor access records to the facility where the information system resides for at least one year; and
b. Review visitor access records at least annually.
	X
	X
	X
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	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	System Security Plan

	PL-2
	System Security Plan
Refer to CITR-019: Risk Management Framework (RMF) for control details.
	X
	X
	X

	Rules of Behavior

	PL-4
	Rules of Behavior
The DOC requires the OUs to ensure written acknowledgement of CITR-022: Access and Use Policy and/or an OU-specific equivalent policy prior to granting access to any non-public IT systems, networks, or resources. This may be accomplished by providing employees with a copy of the policy and obtaining a written acknowledgement that they have read and understood the policy, or by developing a separate access and use form that describes this policy, to be signed by an employee or associate prior to that individual being provided access to IT systems/network/resources.
	X
	X
	X

	PL-4.1

	Social Media And Networking Restrictions
Refer to CITR-022: Access and Use Policy and the DOC Social Media Policy for control details.
	
	X
	X

	Information Security Architecture

	PL-8
	Information Security Architecture
The DOC requires the OUs to:
a. Develop an information security architecture for the information system that:
1. Describe the overall philosophy, requirements, and approach to be taken with regard to protecting the confidentiality, integrity, and availability of organizational information;
2. Describe how the information security architecture is integrated into and supports the enterprise architecture; and
3. Describe any information security assumptions about, and dependencies on, external services;
b. Review the information security architecture at least annually and updates as needed to reflect updates in the enterprise architecture; and
c. Ensure that planned information security architecture changes are reflected in the security plan, the security Concept of Operations (CONOPS), and organizational procurements/acquisitions.
	
	X
	X
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	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Position Risk Designation

	PS-2
	Position Risk Designation
The DOC requires the OUs to assign a risk designation to all positions and establish screening criteria for individuals filling those positions. 

Refer to the DOC Manual of Security Policies and Procedures §10.1 “Position Risk and Sensitivity Designation” and CAM 1337.70 for control details.

DOC Criteria: 
1. OUs shall comply with the requirements of the DOC Handbook on Suitability (DAO 202-731, Position Sensitivity for Personnel Suitability and Personnel Security Purposes) and the DOC Manual of Security Policies and Procedures, which provide criteria for national security positions, and for Low, Moderate, and High “risk” non-national security positions.

2. The CAM 1337.70, Security Processing Requirements for On-Site Service Contracts provides contract risk designation criteria and contract language for IT service contracts. 
	X
	X
	X

	Personnel Screening

	PS-3
	Personnel Screening
The DOC requires the OUs to screen individuals requiring access to organizational information and information systems before authorizing access. OUs must rescreen individuals in accordance with the DOC Manual of Security Policies and Procedures.

Refer to the DOC memorandum National Security Clearance Requirement for CIOs and ITSOs (Jan. 27th, 2010) for control details.

DOC Criteria:  The DOC requires that all personnel be subject to an appropriate background check prior to permitting permanent access to DOC resources. Appropriate background checks must be performed on employees, contractors, and any “guests” prior to their being given long-term, permanent access to DOC information systems and networks in accordance with requirements contained in the DOC Handbook on Suitability and the DOC Manual of Security Policies and Procedures. 
	X
	X
	X

	Access Agreements

	PS-6
	Access Agreements
The DOC requires the OUs to complete appropriate signed access agreements for individuals requiring access to organizational information and information systems before authorizing access, review the agreements at least annually, and update them as necessary.

Refer to CITR-022: Access and Use Policy for control details.
	X
	X
	X

	Personnel Sanctions

	PS-8
	Personnel Sanctions
The DOC requires the OUs to comply with the formal sanctions process established by OHRM. Violations of this policy may result in disciplinary action, up to and including dismissal and/or legal action against the offending employee(s), contractors, or visitors, consistent with applicable law and DAO 202-751, Discipline, or contract terms as applicable.

Refer to CITR-022: Access and Use Policy for control details.
	X
	X
	X
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	 Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Security Categorization

	RA-2
	Security Categorization
Refer to CITR-019: Risk Management Framework (RMF) and FAQ II for control details.
	X
	X
	X

	Risk Assessment

	RA-3
	Risk Assessment
Refer to CITR-019: Risk Management Framework (RMF) for control details.
	X
	X
	X

	Vulnerability Scanning

	RA-5
	Vulnerability Scanning
Refer to the DOC memorandum Transmittal Memo for CITR-016 and CITR-17 (Jan. 25th, 2012) for control details.
	X
	X
	X

	RA-5.1

	Update Tool Capability
Refer to CITR-016: Vulnerability Scanning and Patch Management for control details.
	
	X
	X

	RA-5.2

	Update by Frequency / Prior to New Scan / When Identified
Refer to CITR-016: Vulnerability Scanning and Patch Management for control details.
	
	X
	X

	RA-5.3

	Breadth / Depth of Coverage
The DOC requires the OUs to employ vulnerability scanning procedures that can demonstrate the breadth and depth of scan coverage, including vulnerabilities checked and information system components scanned.
	X
	X
	X

	RA-5.5

	Privileged Access
Refer to CITR-016: Vulnerability Scanning and Patch Management for control details.
	
	X
	X
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	 Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Acquisition Process

	SA-4
	Acquisition Process
The DOC requires the OUs to include security requirements and/or security specifications either explicitly or by reference, in information system acquisition contracts based on an assessment of risk and in accordance with applicable laws, EOs, directives, policies, regulations, and standards. 

Refer to the Commerce Acquisition Manual (CAM) 1337.70 for control details.

DOC Criteria:  The OUs utilize the DOC IT Compliance in Acquisitions Checklist or a materially similar checklist to ensure that information security is considered during the requirements definition, solicitation, and award process.
	X
	X
	X

	SA-4.10

	Use of Approved PIV Products
Refer to Policy Memorandum for the Continued Implementation of Homeland Security Presidential Directive 12 (HSPD-12) for control details.
	X
	X
	X

	External Information System Services

	SA-9
	External Information System Services
The DOC requires the OUs to:
a. Require that providers of external information system services comply with organizational information security requirements and employ the risk management framework described in CITR-019: Risk Management Framework (RMF) in accordance with applicable federal laws, Executive Orders, directives, policies, regulations, standards, and guidance;
b. Define and document government oversight and user roles and responsibilities with regard to external information system services; and
c. Employ OU-defined processes, methods, and techniques to monitor security control compliance by external service providers on an ongoing basis.

DOC Criteria: The overall responsibility and accountability for securing the information and information systems remains with the DOC/OU. Therefore, the DOC requires the OUs to ensure that third-party providers of information system services employ adequate security controls in accordance with DOC ITSPP. The DOC also requires the OUs to monitor external information system security control compliance.
	X
	X
	X

	Developer Configuration Management

	SA-10
	Developer Configuration Management
The DOC requires the OU information system developers create and implement a configuration management plan that controls changes to the system during development, tracks security flaws, requires authorization of changes, and provides documentation of the plan and its implementation.
	
	X
	X

	Developer Security Testing and Evaluation

	SA-11
	Developer Security Testing and Evaluation
The DOC requires the OU information system developers create a security test and evaluation plan, implement the plan, and document the results.

DOC Criteria: Developmental security assessment results shall be used in support of the A&A process for information systems in accordance with the OU’s system development life cycle.
	
	X
	X

	Supply Chain Protection

	SA-12
	Supply Chain Protection
Refer to the DOC IT Compliance in Acquisitions Checklist or a materially similar checklist for control details.
	
	
	X
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	 Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Denial of Service Protection

	SC-5
	Denial of Service Protection
The DOC requires the OUs to ensure the information system protects against or limits the effects of the following types of Denial of Service (DoS) attacks: directed malicious attacks against DOC networks, systems, or services originating internally or from the Internet or other external networks. 
	X
	X
	X

	Boundary Protection

	SC-7.3

	Access Points
Refer to the M-08-05: Implementation of Trusted Internet Connections (TIC) and the Trusted Internet Connections (TIC) Reference Architecture Document Version 2.0 for control details.
	
	X
	X

	SC-7.4

	External Telecommunications Services
The DOC requires OUs to:
(a) Implement a managed interface for each external telecommunication service;
(b) Establish a traffic flow policy for each managed interface;
(c) Protect the confidentiality and integrity of the information being transmitted across each interface;
(d) Document each exception to the traffic flow policy with a supporting mission/business need and duration of that need; and
(e) Review exceptions to the traffic flow policy annually and removes exceptions that are no longer supported by an explicit mission/business need.
	
	X
	X

	Network Disconnect

	SC-10
	Network Disconnect
The DOC requires the OUs to ensure the information system terminates a network connection at the end of a session or after thirty (30) minutes of inactivity.
	
	X
	X
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	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Malicious Code Protection

	SI-3
	Malicious Code Protection
The DOC requires OUs to:
a. Employ malicious code protection mechanisms at information system entry and exit points to detect and eradicate malicious code;
b. Update malicious code protection mechanisms whenever new releases are available in accordance with OU configuration management policy and procedures;
c. Configure malicious code protection mechanisms to:
1. Perform periodic scans of the information system at least monthly and real-time scans of files from external sources at endpoints and/or network entry/exit points as the files are downloaded, opened, or executed in accordance with organizational security policy; and
2. Block malicious code, quarantine malicious code; send an alert to the system administrator, and/or perform some other organization-defined action(s) in response to malicious code detection; and
d. Addresses the receipt of false positives during malicious code detection and eradication and the resulting potential impact on the availability of the information system.
	X
	X
	X

	Information System Monitoring 

	SI-4
	Information System Monitoring
The DOC requires the OUs to protect all external access points by using network-based intrusion detection/prevention systems (IDS/IPS) and all publicly accessible DOC servers by using host-based IDSs.
	X
	X
	X

	SI-4.5

	System-Generated Alerts
The DOC requires the OUs to ensure the information systems provide a real-time alert when the following indications of compromise or potential compromise occur: OU-defined list of compromise indicators or indications that the system’s integrity has been breached.
	
	X
	X

	Security Function Verification

	SI-6
	Security Function Verification
The DOC requires the OUs to ensure the information system verifies the correct operation of security functions upon system startup and restart, upon command from a user with appropriate privilege, and periodically at the frequency defined in the SSP and notifies the System Administrator, shuts the system down, restarts the system or takes appropriate action as defined by the OU when anomalies are discovered.   The DOC requires the OUs to employ automated mechanisms to provide notification of failed automated security tests.
	
	
	X

	SI-6.2

	Automation Support for Distributed Testing
The DOC requires the OUs to employ automated mechanisms to support management of distributed security testing.
	
	
	X

	Software and Information Integrity

	SI-7
	Software, Firmware, and Information Integrity
The DOC requires the OUs to ensure the information system detects and protects against unauthorized changes to software, firmware, and information.
	
	X
	X

	SI-7.1

	Integrity Checks
The DOC requires the OUs to reassess the integrity of software, firmware, and information by performing integrity scans of the system at least semi-annually.
	
	X
	X

	SI-7.3

	Centrally-Managed Integrity Tools
The DOC requires the OUs to employ centrally managed integrity verification tools.
	
	
	X
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	Control Number
	Control Name/Requirement
	Security Baselines

	
	
	Low
	Moderate
	High

	Information Security Resources

	PM-3
	Information Security Resources
The DOC requires OUs to follow OMB Budget Data Request requirements provided by DOC for reporting IT Security expenditures. 
	X
	X
	X

	Plan of Action and Milestones Process

	PM-4
	Plan of Action and Milestones Process
Refer to CITR-018: IT Security Plans of Action and Milestones (POA&M) for control details.
	X
	X
	X

	Information System Inventory

	PM-5
	Information System Inventory
OUs must enter all FISMA-reportable systems into 
CSAM, review their inventory at least once a fiscal year, and make updates as necessary.
	X
	X
	X

	Information Security Measures of Performance

	PM-6
	Information Security Measures of Performance
OUs must provide FISMA and CyberCAP metrics per DOC OCS guidance, as well as their own OU-defined performance measures, as appropriate.
	X
	X
	X

	Critical Infrastructure Plan

	PM-8
	Critical Infrastructure Plan
The DOC requires OUs to address information security issues in the development, documentation, and updating of a critical infrastructure and key resources protection plan.
	X
	X
	X

	Risk Management Strategy

	PM-9
	Risk Management Strategy
The DOC requires OUs to develop and maintain a risk management strategy consistent with CITR-019: Risk Management Framework (RMF), review it annually, and update it as needed.
	X
	X
	X

	Security Authorization Process

	PM-10
	Security Authorization Process
The DOC requires OUs to designate individuals to fill specific roles and responsibilities within the organizational risk management process.

Refer to CITR-019: Risk Management Framework (RMF) for control details.
	X
	X
	X

	Insider Threat Program

	PM-12
	Insider Threat Program
The DOC requires OUs to implement an insider threat program that includes a cross-discipline insider threat incident handling team. DOC OUs follow guidance provided by the Office of Cyber Security and OSY for the fulfillment of this control. 
	X
	X
	X

	Information Security Workforce

	PM-13
	Information Security Workforce
Refer to CITR-006: Information Systems Security Training for Significant Roles for control details.
	X
	X
	X

	Testing, Training, and Monitoring

	PM-14
	Testing, Training, and Monitoring
Refer to CITR-006: Information Systems Security Training for Significant Roles, CITR-015: Contingency Plan Testing and Exercise Activities, and CITR-019: Risk Management Framework (RMF) for control details.
	X
	X
	X

	Threat Awareness Program

	PM-16
	Threat Awareness Program
The DOC requires OUs to implement a threat awareness program that includes a cross-organization information-sharing capability.
	X
	X
	X
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	Acronym
	Definition

	A&A
	Assessment and Authorization

	AO
	Authorizing Official

	AODR
	Authorizing Official Designated Representative

	ATO
	Authorization to Operate

	BPO
	Bureau Procurement Official

	CAC
	Common Access Card

	CAM
	Commerce Acquisition Manual

	CAR
	Commerce Acquisition Regulation

	CFO
	Chief Financial Officer

	CIAO
	Chief Infrastructure Assurance Officer

	CIO
	Chief Information Officer

	CIPM
	Critical Infrastructure Protection Manager

	CIRT
	Computer Incident Response Team

	CISO
	Chief Information Security Officer

	CITR
	Commerce Information Technology Requirement

	CITRB
	Commerce Information Technology Review Board

	CO
	Contracting Officer

	COOP 
	Continuity of Operations Planning

	COTR
	Contracting Officer Technical Representative

	CPIC
	Capital Planning and Investment Control

	CRMO
	Compliance & Risk Management Officer

	CSAM
	Cyber Security Assessment and Management

	DAO
	Department Administrative Order

	DATO
	Denial of Authority to Operate

	DOC
	Department of Commerce

	DOO
	Department Organization Orders

	DoS
	Denial of Service

	EA
	Enterprise Architecture

	EIT
	Electronic and Information Technology

	EO
	Executive Order

	FACA
	Federal Advisory Committee Act

	FAR
	Federal Acquisition Regulation

	FedCIRT
	Federation of Computer Incident Response Teams

	FIPS
	Federal Information Processing Standard

	FISMA
	Federal Information Security Management Act

	FOIA 
	Freedom Of Information Act

	GAO
	Government Accountability Office

	HCO
	Head of Contracting Office

	HSPD
	Homeland Security Presidential Directive

	ID
	Identification

	IDS
	Intrusion Detection System

	IO
	Information Officer

	ISA
	Interconnection System Agreement

	ISSO
	Information System Security Officer

	IT
	Information Technology

	ITSCC
	Information Technology Security Coordinating Committee

	ITSO
	Information Technology Security Officer

	ITSPP
	Information Technology Security Program Plan

	LO
	Line Office

	MOA
	Memorandum of Agreement

	MOU
	Memorandum of Understanding 

	NIST
	National Institute of Standards & Technology

	NIST SP
	NIST Special Publication

	OAM
	Office of Acquisition Management

	OCS
	Office of Cyber Security

	OFM
	Office of Financial Management

	OGC
	Office of General Counsel

	OHRM
	Office of Human Resource Management 

	OIG
	Office of Inspector General

	OLIA
	Office of Legislative and Intergovernmental Affairs

	OMB
	Office of Management and Budget

	OPA
	Office of Public Affairs

	OPM
	Office of Personnel Management

	OPSP
	Office of Policy and Strategic Planning

	OS
	Office of the Secretary

	OSY
	Office of Security

	OU
	Operating Unit

	P2P
	Peer to Peer

	PD
	Presidential Directive

	PIA
	Privacy Impact Assessment

	PII
	Personally Identifiable Information

	PIV
	Personal Identity Verification

	PM
	Procurement Memorandum

	POA&M
	Plan of Action and Milestones

	RMF
	Risk Management Framework

	RoB
	Rules of Behavior

	SAISO
	Senior Agency Information Security Officer

	SAOP
	Senior Agency Official for Privacy

	SAP
	Security Accreditation Package

	SAR 
	Security Assessment Report

	SCA
	Security Controls Assessor

	SHRO
	Servicing Human Resources Office

	SO
	System Owner

	SP
	Special Publication

	SSN
	Social Security Number

	SSP
	System Security Plan

	U.S.
	United States

	US-CERT
	United States-Computer Emergency Readiness Team

	WAC
	Web Advisory Council
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Appendix B:  Glossary
Refer to Appendix B of NIST SP 800-53 Rev. 4 for a full glossary of terms used in that document’s security controls.

	Term
	Definition

	Access Control
	The process of limiting access to the resources of a system only to authorized programs, processes, or other systems (in a network).  Synonymous with controlled access and limited access.

	Agency
	In the context of this document, the term “agency” almost always refers to the Department of Commerce, unless otherwise specified.

	Assessment 
	Usually refers to a Security Assessment (see below), unless otherwise specified. 

	Assessment and Authorization (A&A)
	The process of conducting a security assessment on a system (see Security Assessment below) and determining, based on the results of that assessment, whether the system should be given authorization to operate.

	Audit
	The independent examination of records and activities to ensure compliance; establish controls, policy, and operational procedures, and to recommend indicated changes in controls, policy, or procedures.

	Authentication
	[FIPS 200]  Verifying the identity of a user, process, or device, often as a prerequisite to allowing access to resources in an information system.

Examples of authentication include: showing an ID badge to a security guard; entering a username and password to access a system; and using a PIV badge and PIN to unlock a computer.

	Authenticator 
	The means used to confirm the identity of a user, processor, or device (e.g., user password or token). 

	Authorization 
(to operate) 
	The official management decision given by a senior organizational official to authorize operation of an information system and to explicitly accept the risk to organizational operations (including mission, functions, image, or reputation), organizational assets, individuals, other organizations, and the Nation based on the implementation of an agreed-upon set of security controls. Also called accreditation.

	Authorization
	The granting of access rights to a user, program, or process. See also Authorization (to operate) and Authorization and Accreditation for authorization specific to information systems.

	Availability
	The property of a system or service that ensures timely and reliable access to and use of that system or service and the information it contains.

	Boundary Protection 
	Monitoring and control of communications at the external boundary of an information system to prevent and detect malicious and other unauthorized communications, through the use of boundary protection devices (e.g., gateways, routers, firewalls, guards, encrypted tunnels). 

	Bureau
	See Operating Unit.

	Classified Information 
	Information that has been determined: (i) pursuant to Executive Order 12958 as amended by Executive Order 13526, or any predecessor Order, to be classified national security information; or (ii) pursuant to the Atomic Energy Act of 1954, as amended, to be Restricted Data (RD). 

Classified information is not within the scope of this document.

	Common Control 
	[NIST SP 800-37; CNSSI 4009]  A security control that is inheritable by one or more organizational information systems. See Security Control Inheritance. 

	Confidentiality
	The property of a system or service that preserves authorized restrictions on information access and disclosure, including means for protecting personal privacy and proprietary information.

	Configuration Management
	The management of security features and assurances through control of changes made to a system’s hardware, software, firmware, documentation, test, test fixtures, and test documentation throughout the development and operational life of the system.  

	Configuration Settings 
	The set of parameters that can be changed in hardware, software, or firmware that affect the security posture and/or functionality of the information system. 

	Continuity of Operations Planning (COOP)
	A plan for emergency response, backup operations, and post-disaster recovery maintained by an activity as a part of its security program that will ensure the availability of critical resources and facilitate the continuity of operations in an emergency situation.  Synonymous with Emergency Plan, Business Resumption Plan (BRP), and Business Continuity Plan (BCP).

	Contractor Operation
	An arrangement wherein a third party is contracted by DOC to:
Provide IT services and systems on behalf of Commerce at contractor facilities;
Provide IT services and systems to Commerce via remote access; and
Develop or maintain Commerce IT systems or software.

	Countermeasures 
	[CNSSI 4009]  Actions, devices, procedures, techniques, or other measures that reduce the vulnerability of an information system. Synonymous with security controls and safeguards. 

	Denial of Service (DoS)
	An attack that prevents or impairs the authorized use of networks, systems, or applications by exhausting resources.  For example,
· An attacker sends specially crafted packets to a Web server, causing it to crash. 
· An attacker directs hundreds of external compromised workstations to send as many Internet Control Message Protocol (ICMP) requests as possible to the organization’s network. 

	Developer 
	A general term that includes: (i) developers or manufacturers of information systems, system components, or information system services; (ii) systems integrators; (iii) vendors; (iv) and product resellers. Development of systems, components, or services can occur internally within organizations (i.e., in-house development) or through external entities. 

	DOC-Owned/Furnished Resources
	DOC-owned/furnished resources are government equipment including computers, other hardware devices, software, and data that are owned by the DOC and are provided to remote users for use in their official duties.

	Enterprise 
	[CNSSI 4009]  An organization with a defined mission/goal and a defined boundary, using information systems to execute that mission, and with responsibility for managing its own risks and performance. An enterprise may consist of all or some of the following business aspects: acquisition, program management, financial management (e.g., budgets), human resources, security, and information systems, information and mission management. See Organization. 

	Enterprise Architecture 
	[44 U.S.C. Sec. 3601]  A strategic information asset base, which defines the mission; the information necessary to perform the mission; the technologies necessary to perform the mission; and the transitional processes for implementing new technologies in response to changing mission needs; and includes a baseline architecture; a target architecture; and a sequencing plan. 

	Event 
	[CNSSI 4009, Adapted]  Any observable occurrence in an information system. 

	External Information System (or Component) 
	An information system or component of an information system that is outside of the authorization boundary established by the organization and for which the organization typically has no direct control over the application of required security controls or the assessment of security control effectiveness. 

	External Information System Service 
	An information system service that is implemented outside of the authorization boundary of the organizational information system (i.e., a service that is used by, but not a part of, the organizational information system) and for which the organization typically has no direct control over the application of required security controls or the assessment of security control effectiveness. 

	Firewall
	A firewall is a general term for a network perimeter or border router device (may be hardware, software, or both) designed to prevent unauthorized access to or from one networked environment to another networked environment.  A computing environment may consist of one or more firewall devices that each protects specific segments of the internal DOC networked environment.  The outermost of these devices would face the public Internet.  Firewalls can be configured to examine all messages entering or leaving a DOC network and block those messages that are not explicitly allowed by the firewall configuration rules.

	Firmware 
	[CNSSI 4009]  Computer programs and data stored in hardware - typically in read-only memory (ROM) or programmable read-only memory (PROM) - such that the programs and data cannot be dynamically written or modified during execution of the programs. 

	Hardware 
	[CNSSI 4009]  The physical components of an information system. See Software and Firmware. 

	Hybrid Security Control 
	[CNSSI 4009]  A security control that is implemented in an information system in part as a common control and in part as a system-specific control. See Common Control and System-Specific Security Control. 

	Impact 
	The effect on organizational operations, organizational assets, individuals, other organizations, or the Nation (including the national security interests of the United States) of a loss of confidentiality, integrity, or availability of information or an information system. 

	Incident 
	[FIPS 200]  An occurrence that actually or potentially jeopardizes the confidentiality, integrity, or availability of an information system or the information the system processes, stores, or transmits or that constitutes a violation or imminent threat of violation of security policies, security procedures, or acceptable use policies. 

	Information
	[CNSSI 4009]  Any communication or representation of knowledge such as facts, data, or opinions in any medium or form, including textual, numerical, graphic, cartographic, narrative, or audiovisual.

[FIPS 199]  An instance of an information type. 

	Information Resources 
	[44 U.S.C. Sec. 3502]  Information and related resources, such as personnel, equipment, funds, and information technology. 

	Information Security Architecture 
	An embedded, integral part of the enterprise architecture that describes the structure and behavior for an enterprise’s security processes, information security systems, personnel and organizational subunits, showing their alignment with the enterprise’s mission and strategic plans. 

	Information Security Risk 
	See Risk. 

	Information Sensitivity
	Information sensitivity reflects the relationship between the characteristics of the information processed (e.g., personnel data subject to protection under the Privacy Act) and the mission need to ensure the confidentiality, integrity, and availability of the information (e.g., legal requirements to protect confidentiality of personal data).  Sensitivity may vary from Low, to Moderate, to High (as defined in FIPS 199).  During the system risk assessment, the SO must determine the sensitivity, or reaction, of the agency’s mission to compromises of confidentiality, integrity, and availability of the information stored and processed by the system.  This determination, along with the likelihood of compromise occurring, establishes the level of security adequate to protect the data as required by OMB Circular A-130, Appendix III.  The SO must identify the management, technical, and operational controls necessary to provide the required protection, and properly mark media containing sensitive information.

	Information System 
	[44 U.S.C., Sec. 3502]  A discrete set of information resources organized for the collection, processing, maintenance, use, sharing, dissemination, or disposition of information. 
Note: Information systems also include specialized systems such as industrial/process controls systems, telephone switching and private branch exchange (PBX) systems, and environmental control systems. 

	Information System Component 
	[NIST SP 800-128, Adapted]  A discrete, identifiable information technology asset (e.g., hardware, software, firmware) that represents a building block of an information system. Information system components include commercial information technology products. 

	Information System Service 
	A capability provided by an information system that facilitates information processing, storage, or transmission.

	Information System-Related Security Risks 
	Risks that arise through the loss of confidentiality, integrity, or availability of information or information systems and that considers impacts to the organization (including assets, mission, functions, image, or reputation), individuals, other organizations, and the Nation. See Risk. 

	Information Technology (IT)
	[40 U.S.C. Sec. 1401 – recodified as 40 U.S.C. Sec. 11101]  Any equipment or interconnected system or subsystem of equipment that is used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information by the executive agency. For purposes of the preceding sentence, equipment is used by an executive agency if the equipment is used by the executive agency directly or is used by a contractor under a contract with the executive agency which: (i) requires the use of such equipment; or (ii) requires the use, to a significant extent, of such equipment in the performance of a service or the furnishing of a product. The term information technology includes computers, ancillary equipment, software, firmware, and similar procedures, services (including support services), and related resources. 

	Integrity
	The property of a system or service that guards against unauthorized modification or destruction of information (intentional or otherwise). Includes ensuring information non-repudiation and authenticity.

	Internal Network 
	A network where: (i) the establishment, maintenance, and provisioning of security controls are under the direct control of organizational employees or contractors; or (ii) cryptographic encapsulation or similar security technology implemented between organization-controlled endpoints, provides the same effect (at least with regard to confidentiality and integrity). An internal network is typically organization-owned, yet may be organization-controlled while not being organization-owned. 

	IT Resources
	IT resources consist of computer hardware, software, firmware, electronic data, networks, and support for these assets.

	IT System
	See Information System.

	Label 
	A mean of marking removable information system media and information system output indicating the distribution limitations, handling caveats and applicable security markings (if any) of the information.

	Line Office 
	The Line Offices represent the operating branches of NOAA and are responsible for managing the delivery of products and services to meet the needs of the agency’s customers and stakeholders. NOAA’s LOs are accountable for aligning their efforts with respect to particular strategic goals and objectives.

	Local Access 
	Access to an organizational information system by a user (or process acting on behalf of a user) communicating through a direct connection without the use of a network. Opposite of remote access.

	Malicious Code
	Software or firmware intended to perform an unauthorized process that will have adverse impact on the confidentiality, integrity, or availability of an information system. A virus, worm, Trojan horse, or other code-based entity that infects a host. Spyware and some forms of adware are also examples of malicious code.

	Managed Interface 
	An interface within an information system that provides boundary protection capability using automated mechanisms or devices. 

	Marking 
	See Security Marking. 

	Media 
	[FIPS 200]  Physical devices or writing surfaces including, but not limited to, magnetic tapes, optical disks, magnetic disks, Large-Scale Integration (LSI) memory chips, and printouts (but not including display media) onto which information is recorded, stored, or printed within an information system. 

	Mobile Code 
	Software programs or parts of programs obtained from remote information systems, transmitted across a network, and executed on a local information system without explicit installation or execution by the recipient. 

	Mobile Code Technologies 
	Software technologies that provide the mechanisms for the production and use of mobile code (e.g., Java, JavaScript, ActiveX, VBScript). 

	Mobile Device 
	A portable computing device that: (i) has a small form factor such that it can easily be carried by a single individual; (ii) is designed to operate without a physical connection (e.g., wirelessly transmit or receive information); (iii) possesses local, non-removable or removable data storage; and (iv) includes a self-contained power source. Mobile devices may also include voice communication capabilities, on-board sensors that allow the devices to capture information, and/or built-in features for synchronizing local data with remote locations. Examples include smart phones, tablets, and E-readers. 

	Multifactor Authentication 
	Authentication using two or more different factors to achieve authentication. Factors include: (i) something you know (e.g., password/PIN); (ii) something you have (e.g., cryptographic identification device, token); or (iii) something you are (e.g., biometric). See Authenticator. 

	Network 
	[CNSSI 4009]  Information system(s) implemented with a collection of interconnected components. Such components may include routers, hubs, cabling, telecommunications controllers, key distribution centers, and technical control devices. 

	Non-Organizational User
	A user who is not an organizational user (including public users). 

	Non-repudiation 
	Protection against an individual falsely denying having performed a particular action. Provides the capability to determine whether a given individual took a particular action such as creating information, sending a message, approving information, and receiving a message. 

	Operating Unit
	As defined by DOO 1-1, the operating units of the Department are organizational entities outside the Office of the Secretary charged with carrying out specified substantive functions (i.e., programs) of the Department.

	Organization 
	[FIPS 200, Adapted]  An entity of any size, complexity, or positioning within an organizational structure (e.g., a federal agency or, as appropriate, any of its operational elements). 

	Organizational User 
	An organizational employee or an individual the organization deems to have equivalent status of an employee including, for example, contractor, guest researcher, individual detailed from another organization. Policy and procedures for granting equivalent status of employees to individuals may include need-to-know, relationship to the organization, and citizenship. 

	Password
	A protected/private character string used to authenticate an identity.

	Personally Identifiable Information (PII), Sensitive
	Sensitive PII is defined as PII which, when disclosed, could result in harm to the individual whose name or identity is linked to the information. Further, in determining what PII is sensitive, the context in which the PII is used must be considered. For example, a list of people subscribing to a government newsletter is not sensitive PII; a list of people receiving treatment for substance abuse is sensitive PII. As well as context, the association of two or more non-sensitive PII elements may result in sensitive PII. For instance, the name of an individual would be sensitive when grouped with place and date of birth and/or mother’s maiden name, but each of these elements would not be sensitive independent of one another. 
For the purpose of determining which PII may be electronically transmitted, the following types of PII are considered sensitive when they are associated with an individual. Secure methods must be employed in transmitting this data when associated with an individual:
· Place of birth
· Date of birth
· Mother’s maiden name
· Biometric information
· Medical information, except brief references to absences from work 
· Personal financial information
· Credit card or purchase card account numbers
· Passport numbers
· Potentially sensitive employment information, e.g., personnel ratings, disciplinary actions, and result of background investigations
· Criminal history
· Any information that may stigmatize or adversely affect an individual.
This list is not exhaustive, and other data may be sensitive depending on specific circumstances.
Social Security Numbers (SSNs), including truncated SSNs that include only the last four digits, are sensitive regardless of whether they are associated with an individual. If it is determined that such transmission is required, then secure methods must be employed.

	Personally Identifiable Information (PII), Non-Sensitive
	The following additional types of PII may be transmitted electronically without protection because they are not considered sufficiently sensitive to require protection. 
· Work, home and cell phone numbers
· Work and home addresses
· Work and personal e-mail addresses
· Resumes that do not include an SSN or where the SSN is redacted
· General background information about individuals found in resumes and biographies
· Position descriptions and performance plans without ratings
The determination that certain PII is non-sensitive does not mean that it is publicly releasable.. The determination to publicly release any information can only be made by the official authorized to make such determinations. The electronic transmission of non-sensitive PII is equivalent to transmitting the same information by the U.S. mail, a private delivery service, courier, facsimile, or voice. Although each of these methods has vulnerabilities, the transmitted information can only be compromised as a result of theft, fraud, or other illegal activity.

	Physical Access Control Mechanism
	An automated or manual system that manages the passage of people or assets through an opening(s) in a secure perimeter(s) based on a set of authorization rules. 

	Plan of Action and 
Milestones (POA&M)
	[OMB Memorandum 02-01]  A document that identifies tasks needing to be accomplished. It details resources required to accomplish the elements of the plan, any milestones in meeting the tasks, and scheduled completion dates for the milestones. 

	Potential Impact 
	[FIPS 199]  The loss of confidentiality, integrity, or availability could be expected to have: (i) a limited adverse effect (FIPS Publication 199 low); (ii) a serious adverse effect (FIPS Publication 199 moderate); or (iii) a severe or catastrophic adverse effect (FIPS Publication 199 high) on organizational operations, organizational assets, or individuals. 

	Privacy Impact Assessment (PIA)
	[OMB Memorandum 03-22]  An analysis of how information is handled: (i) to ensure handling conforms to applicable legal, regulatory, and policy requirements regarding privacy; (ii) to determine the risks and effects of collecting, maintaining, and disseminating information in identifiable form in an electronic information system; and (iii) to examine and evaluate protections and alternative processes for handling information to mitigate potential privacy risks. 

	Privileged Account 
	An information system account with authorizations of a privileged user. 

	Program Office
	An organizational unit within an OU that exists to fulfill a unique function/mission (e.g. Acquisitions).

	Records 
	The recordings (automated and/or manual) of evidence of activities performed or results achieved (e.g., forms, reports, test results), which serve as a basis for verifying that the organization and the information system are performing as intended. Also used to refer to units of related data fields (i.e., groups of data fields that can be accessed by a program and that contain the complete set of information on particular items). 

	Remote Access
	Access to an organizational information system by a user (or a process acting on behalf of a user) communicating through an external network (e.g., the Internet).  Remote access uses telecommunications to enable authorized access to non-public DOC computing services that would otherwise be inaccessible from work locations outside a DOC LAN or DOC-controlled WAN computing environment.  This includes access to non-public DOC IT systems and data that are exposed to the public Internet (e.g., web access to electronic mail by the home user or business traveler) as well as modem dial-up and/or Virtual Private Network (VPN) access to internal DOC IT servers and desktop workstations.

	Residual Risk
	The remaining risk not eliminated by implementation of security controls or countermeasures. 

	Risk
	[FIPS 200, adapted]  A measure of the extent to which an entity is threatened by a potential circumstance or event, and typically a function of: (i) the adverse impacts that would arise if the circumstance or event occurs; and (ii) the likelihood of occurrence. 

Information system-related security risks are those risks that arise from the loss of confidentiality, integrity, or availability of information or information systems and reflect the potential adverse impacts to organizational operations (including mission, functions, image, or reputation), organizational assets, individuals, other organizations, and the Nation.

	Risk Assessment
	The process of identifying risks to organizational operations (including mission, functions, image, reputation), organizational assets, individuals, other organizations, and the Nation, resulting from the operation of an information system. 

Part of risk management, incorporates threat and vulnerability analyses, and considers mitigations provided by security controls planned or in place. Synonymous with risk analysis.

	Risk Management
	[CNSSI 4009, adapted]  The program and supporting processes to manage information security risk to organizational operations (including mission, functions, image, reputation), organizational assets, individuals, other organizations, and the Nation, and includes: (i) establishing the context for risk-related activities; (ii) assessing risk; (iii) responding to risk once determined; and (iv) monitoring risk over time.

	Risk Mitigation 
	[CNSSI 4009]  Prioritizing, evaluating, and implementing the appropriate risk-reducing controls/countermeasures recommended from the risk management process. 

	Security 
	[CNSSI 4009] A condition that results from the establishment and maintenance of protective measures that enable an enterprise to perform its mission or critical functions despite risks posed by threats to its use of information systems. Protective measures may involve a combination of deterrence, avoidance, prevention, detection, recovery, and correction that should form part of the enterprise’s risk management approach. 

	Security Assessment 
	The testing or evaluation of security controls to determine the extent to which the controls are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting the security requirements for an information system or organization.

	Security Assessment Report (SAR)
	DOC-mandated documentation of findings in a risk assessment. 

	Security Authorization 
	See Authorization. 

	Security Categorization 
	The process of determining the security category for information or an information system. Security categorization methodologies are described in CNSS Instruction 1253 for national security systems and in FIPS Publication 199 for other than national security systems. See Security Category. 

	Security Category 
	[FIPS 199, Adapted; CNSSI 4009]  The characterization of information or an information system based on an assessment of the potential impact that a loss of confidentiality, integrity, or availability of such information or information system would have on organizational operations, organizational assets, individuals, other organizations, and the Nation. 

	Security Control 
	[FIPS 199, Adapted]  A safeguard or countermeasure prescribed for an information system or an organization designed to protect the confidentiality, integrity, and availability of its information and to meet a set of defined security requirements. 

	Security Control Assessor (SCA)
	The individual, group, or organization responsible for conducting a security control assessment. 

	Security Control Baseline 
	[FIPS 200, Adapted]  The set of minimum security controls defined for a low-impact, moderate-impact, or high-impact information system that provides a starting point for the tailoring process. 

	Security Control Enhancement 
	Augmentation of a security control to: (i) build in additional, but related, functionality to the control; (ii) increase the strength of the control; or (iii) add assurance to the control. 

	Security Control Inheritance 
	[CNSSI 4009]  A situation in which an information system or application receives protection from security controls (or portions of security controls) that are developed, implemented, assessed, authorized, and monitored by entities other than those responsible for the system or application; entities either internal or external to the organization where the system or application resides. See Common Control. 

	Security Functionality 
	The security-related features, functions, mechanisms, services, procedures, and architectures implemented within organizational information systems or the environments in which those systems operate. 

	Security Functions 
	The hardware, software, and/or firmware of the information system responsible for enforcing the system security policy and supporting the isolation of code and data on which the protection is based. 

	Security Impact Analysis 
	[CNSSI 4009]  The analysis conducted by an organizational official to determine the extent to which changes to the information system have affected the security state of the system. 

	Security Incident 
	See Incident. 

	Security Marking 
	The means used to associate a set of security attributes with objects in a human-readable form, to enable organizational process-based enforcement of information security policies. 

	Security Objective 
	[FIPS 199]  Confidentiality, integrity, or availability. 

	Security Policy
	The set of laws, rules, and practices that regulate how an organization manages, protects, and distributes sensitive information.

	Security Requirement[footnoteRef:2]  [2:  Note: Security requirements can be used in a variety of contexts from high-level policy-related activities to low-level implementation-related activities in system development and engineering disciplines.] 

	[FIPS 200, Adapted]  A requirement levied on an information system or an organization that is derived from applicable laws, Executive Orders, directives, policies, standards, instructions, regulations, procedures, and/or mission/business needs to ensure the confidentiality, integrity, and availability of information that is being processed, stored, or transmitted. 

	Security Service 
	[CNSSI 4009]  A capability that supports one, or more, of the security requirements (Confidentiality, Integrity, Availability). Examples of security services are key management, access control, and authentication. 

	Sensitive Information
	Any information of which the loss, misuse, modification, or unauthorized access could affect the national interest or the conduct of Federal programs, or the privacy to which individuals are entitled under Section 552a of Title 5, U.S. Code, but that has not been specifically authorized under criteria established by an EO or an act of Congress to be kept classified in the interest of national defense or foreign policy.

	Software 
	[CNSSI 4009]  Computer programs and associated data that may be dynamically written or modified during execution. 

	Supplemental Guidance 
	Statements used to provide additional explanatory information for security controls or security control enhancements. 

	Supplementation 
	The process of adding security controls or control enhancements to a security control baseline as part of the tailoring process (during security control selection) in order to adequately meet the organization’s risk management needs. 

	Supply Chain 
	[ISO 28001, Adapted]  Linked set of resources and processes between multiple tiers of developers that begins with the sourcing of products and services and extends through the design, development, manufacturing, processing, handling, and delivery of products and services to the acquirer. 

	System
	See Information System.

	System of Records Notice (SORN)
	An official public notice of an organization’s system(s) of records, as required by the Privacy Act of 1974 that identifies: (i) the purpose for the system of records; (ii) the individuals covered by information in the system of records; (iii) the categories of records maintained about individuals; and (iv) the ways in which the information is shared. 

	System Owner (SO)
	Mid-level manager responsible for day-to-day system operations and responsible for the overall procurement, development, integration, modification, or operation and maintenance of an information system.

	System Security Plan (SSP)
	[NIST SP 800-18]  Formal document that provides an overview of the security requirements for an information system and describes the security controls in place or planned for meeting those requirements. 

	System-Specific Security Control 
	A security control for an information system that has not been designated as a common security control or the portion of a hybrid control that is to be implemented within an information system. 

	Tailored Security Control Baseline 
	A set of security controls resulting from the application of tailoring guidance to a security control baseline. See Tailoring. 

	Tailoring 
	The process by which security control baselines are modified by: (i) identifying and designating common controls; (ii) applying scoping considerations on the applicability and implementation of baseline controls; (iii) selecting compensating security controls; (iv) assigning specific values to organization-defined security control parameters; (v) supplementing baselines with additional security controls or control enhancements; and (vi) providing additional specification information for control implementation. 

	Technical Controls
	The security controls (i.e., safeguards or countermeasures) for an information system that are primarily implemented and executed by the information system through mechanisms contained in the hardware, software, or firmware components of the system.  They consist of: identification and authentication; access control; audit and accountability; and system and communications protection.

	Threat
	Any circumstance or event with the potential to cause harm to a system in the form of destruction, disclosure, modification of data, and/or DoS.

	Trustworthiness 
(Information System) 
	The degree to which an information system (including the information technology components that are used to build the system) can be expected to preserve the confidentiality, integrity, and availability of the information being processed, stored, or transmitted by the system across the full range of threats. A trustworthy information system is a system that is believed to be capable of operating within defined levels of risk despite the environmental disruptions, human errors, structural failures, and purposeful attacks that are expected to occur in its environment of operation. 

	Unauthorized Access
	A person gains logical or physical access without permission to a network, system, application, data, or other resource.  For example,
· An attacker runs an exploit tool to gain access to a server’s password file. 
· A perpetrator obtains unauthorized administrator-level access to a system and then threatens the victim that the details of the break-in will be released to the press if the organization does not pay a designated sum of money. 

	User
	Person or process accessing an information system either by direct connections (e.g., via terminals), or indirect connections (e.g., prepare input data or receive output that is not reviewed for content or classification by a responsible individual).

	Vulnerability 
	[CNSSI 4009]  Weakness in an information system, system security procedures, internal controls, or implementation that could be exploited or triggered by a threat source. 
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