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NCRN Focus on University of  Missouri Node 
Scott Holan, Chris Wikle, and Noel 

Cressie lead the University of Missouri 
research node for NCRN; Holan is the Prin-
cipal Investigator.  A central theme of the 
node has been research on spatial statisti-
cal methodology for use with the Ameri-
can Community Survey (ACS), an ongoing 
survey that replaced the Decennial Census 
long form. The ACS collects information on 
many different aspects of individual and 
household demographics, including race, 
gender, age, family, income and benefits, 
education, veteran status, disabilities, 
commuting and much more.  The ACS is 
used by many other federal, state and 
local agencies to determine funding levels 
for programs and establish priorities based 
on communities’ needs. It is also used by 
non-government organizations to generate 
reports, determine whether a community is 
a good location to establish a new business, 
and identify issues that are important to a particular com-
munity. 

The ACS produces one-year, three-year and five-year 
period estimates, depending on the resolution of the 
geography.  One-year estimates are generated for areas 
with over 65,000 people, whereas three-year estimates are 
generated for areas with populations between 20,000 and 
65,000.  Finally, five-year estimates are generated for all 
geographies.

The Missouri node is developing spatial and spatio-tem-
poral models for use in federal surveys.  One component of 
this research consists of developing spatio-temporal mod-
els that allow one to compare trends across different ge-
ographies that may be measured on different scales. “For 
example, when looking at estimation of an undersampled, 
or non-sampled small area, why not look at the neighbor-
ing areas and/or times?  In other words, by looking at the 
neighboring areas, one can potentially obtain information 
that may predict what’s happening in the area of interest. 
Similarly one might consider last month’s estimate to pre-
dict what might happen in this month for something like 
unemployment levels,” said Scott Holan. This is a method 
called “borrowing strength.” That is, areas that are nearby 

one another in space and/or time may be more alike than 
areas that are far apart. So, one utilizes this dependence 
structure to improve the precision in estimation of quanti-
ties of interest. 

Holan noted that their node’s focus on the ACS was due 
to its importance to the U.S. and the potential benefits 
that could be achieved through the use of spatial and spa-
tio-temporal methodology. The Census Bureau has a rich 
history of research in time series methodology.  However, 
there has been less focus on spatial and spatio-temporal 
methodology.  “The ACS has a natural spatial structure,” 
noted Holan, “and we believe that anything one can do to 
improve it is important.”  The models that node members 
are developing are of independent interest and will trans-
late over to other federal statistical survey work. 

Another area of study that the node is looking at is 
whether using social media and crowd sourcing with ag-
gregate data may also help to reduce uncertainty in the 
estimates. This is an exciting area and will hopefully help 
federal statistical agencies to use big data in a new way.

In addition to the investigators, the group now has three 
postdoctoral fellows, along with three graduate research 
assistants working on NCRN-related projects.   To date, 
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the node has had four undergraduate research assistants, 
three of whom are now pursuing graduate studies in sta-
tistics.  Education is a large component of the node and, 
through education and training activities, the node expects 
to equip some of the next generation of statisticians with 
the skills to work on spatial and spatio-temporal problems 
in federal statistics.

Missouri Node-Cont.
(from page 1)

NCRN Calendar of  Events
Feb 28 TCRN/SIPP workshop

The Triangle Census Research Network (TCRN) and the Duke Initiative in Survey Methodology at the Social Science 
Research Institute at Duke University, in collaboration with the Institute for Social Research at the University of Michigan, 
is holding a three-day workshop February 28 - March 2, 2014, in Durham NC. Funding for the workshop is provided via 
grant No. SES 1131897 from the National Science Foundation and the U.S. Bureau of the Census to the TCRN.

The workshop will introduce participants to the use of micro-data from the Survey of Income and Program Participa-
tion (SIPP) and provide the necessary foundations for participants to conduct their own SIPP-based research project. The 
SIPP collects longitudinal subannual data on respondents’ income, labor force activity, household composition, health, 
migration, and eligibility for and participation in programs (e.g.TANF, WIC, Medicare, Medicaid, and numerous others). As 
such, it provides unique opportunities to examine the social and economic well-being of U.S. residents, and changes in 
residents experiences over time.

H. Luke Shaefer, Assistant Professor of Social Work at the University of Michigan and National Poverty Center (NPC) Re-
search Affiliate, will lead the workshop in collaboration with researchers at Duke University, the U.S. Census Bureau and 
other nationally recognized SIPP scholars. The Triangle Census Research Network will pay travel, lodging, and meal costs 
for a limited number of participants.

May 22-23, 2014

NCRN Spring Meeting, at U.S. Census Bureau Headquarters in Washington DC
See related article on page 4 for details about the meeting. 

September 11-12, 2014
NCRN Fall Meeting in New York City
Planning has started for the Fall 2014 meeting in NYC.

Click here to go to the calendar of events.

The NCRN Coordinating Office (NCRN-CO) added a new 
feature to the NCRN-CO website. A comprehensive bibliog-
raphy of all the publications that were developed as part 
of the NCRN grant is now available on the website at ncrn.
info/documents/bibliographies.

One can view the comprehensive list, or filter the list to 
look at each research node. The list can be downloaded 
in BibTex format, along with other formats including RTF, 
Tagged and RIS. When available,  a URL link points to the 
online version of the article. 

Listed separately are working papers and preprints 
hosted on the NCRN-CO eCommons, at ncrn.info/docu-
ments/working-papers. 

The lists will be updated on a regular basis. Please do 
submit new items as soon as you learn about them to nun-
nelly@niss.org. For publications, bibliographic database 
extracts are preferred (BibTex is much preferred). For pre-
prints and working papers, the actual paper should be sent 
to nunnelly@niss.org, or uploaded directly to eCommons.

Website Features NCRN-Related Publications

http://www.ncrn.info/events/calendar/month
http://ncrn.info/documents/bibliographies
http://ncrn.info/documents/bibliographies
http://ncrn.info/documents/working-papers
http://ncrn.info/documents/working-papers


Summer at Census Talk

Matthew Shapiro and Margaret Levenstein from Univer-
sity of Michigan spoke on July 25 at the Summer at Census. 
Their talk was “CenHRS: Integrating HRS with Census Em-
ployer Data to Enhance Understanding of the Employment 
Prospects of Older Americans.” 

This project is aimed to advance our understanding of 
the employment prospects and conditions of older Ameri-
cans. The project will use Health and Retirement Study 
(HRS) data in combination with Census’s extensive data 
on employers and their workforces to develop new meth-
ods and data products. The primary goal of CenHRS is to 
identify employer and workforce characteristics important 
to the health and retirement behavior of older Americans. 
The project is supported by a grant from the Sloan Founda-
tion.

HRS surveys more than 26,000 Americans over the age 
of 50 every two years. Sponsored by the National Insti-
tute of Aging and the Social Security Administration, it is a 
large-scale longitudinal project that studies the labor force 
participation and health transitions that individuals un-
dergo toward the end of their work lives and in the years 
that follow. Since its launch in 1992, the HRS has collected 
extensive survey information on income and wealth, physi-
cal and mental health, employment and other activities, 
and linked these to individual-level administrative data 
from Social Security and Medicare. Over 1,000 scholarly 
articles have been published using HRS data; HRS has more 
than 10,000 registered users. Surveys modeled on HRS are 
currently underway in 25 countries on five continents.

This project will use the Business Register and Longitu-
dinal Business Database, the Economic Census and related 
firm and establishment surveys, and the Longitudinal 
Employer Household Database to create contextual vari-
ables relating to a broad range of characteristics of firms 
at which HRS respondents worked during their lifetime. 
These measures will incorporate information on employee 
turnover and tenure; earnings distributions, age and other 
demographic characteristics of the firm’s workforce; busi-
ness characteristics such as firm and establishment size, 
productivity, and export activity; and measures based on 
geography such as distance to work. One outcome will 
be a new dataset, CenHRS, which will include aggregate 
measures of the characteristics of the current and prior 
employers and co-workers of HRS respondents. Prototypes 
of the CenHRS dataset will be analyzed to determine which 
of these characteristics are of particular salience and how 
best to measure them. These measures will expand the re-
search questions that can be addressed with HRS and pro-
vide the basis for new Census statistics on the characteris-
tics of older workers and their employers. The project will 
also analyze differences in measures of administrative and 
respondent data for variables such as earnings, employer 

size, and labor force attachment, and compare those differ-
ences to those for Census surveys linked to administrative 
data such as SIPP and ACS.

The talk described and reported the results from joint 
research with Kristin McCue (U.S. Census Bureau), John 
Abowd (Cornell University), Nada Wasi (University of 
Michigan), and David Weir (University of Michigan).

Summer at Census Talk II

Ashwin Machanavajjhala from Duke University also pre-
sented a talk for the Summer at Census series. His talk was  
“Tuning Privacy-Utility Tradeoffs in Statistical Databases 
Using Policies.”

Privacy definitions provide ways for trading off the 
privacy of individuals in a statistical database for the util-
ity of downstream analysis of the data. One notion that 
has become the gold-standard is differential privacy, and 
it exposes one knob Ɛ for tuning this trade-off. While Ɛ is 
intuitive, recent work has shown it does not sufficiently 
capture the diversity in the privacy utility trade-off space 
- it provides insufficient utility in some applications and 
insufficient privacy when data are correlated.

Machanavajjhala presented Blowfish, a class of privacy 
definitions that provides a richer interface for trading-off 
privacy for utility. In particular, we allow data publishers to 
extend differential privacy using a policy, which specifies 
which information must be kept secret, and what con-
straints may be known about the data. While the former 
allows increased utility by not protecting certain proper-
ties about individuals, the latter provides added protection 
against adversary who know correlations in the data (aris-
ing from constraints). He formalized privacy policies and 
presented novel algorithms that explore new points in the 
privacy-utility trade-off space.

2013 Federal Committee on Statistical Meth-
odology (FCSM) Research Conference

This three-day conference, hosted by The Council of Pro-
fessional Associations on Federal Statistics (COPAFS) had 
several NCRN-related presentations including:

• “Boosting Algorithms for Edit and Imputation of 
Multiple-response Variables”, Ping Li (Cornell University), 
John Abowd (Cornell University)

• “Managing Confidentiality and Provenance Across 
Mixed Private and Publicly-Accessed Data and Metadata” 
Carl Lagoze (Michigan), William Block (Cornell Institute of 
Social and Economic Research), Jeremy Williams (Cornell 
Institute of Social and Economic Research), John Abowd 
(Cornell), Lars Villhuber (Cornell)

Past NCRN-Related Events

(Continued on page 4)



Past NCRN-Related 
Events (Continued)

“Statistical Disclosure Limitation and Edit-Imputa-• 
tion” Alan Karr (NISS), Hang Joon Kim (Duke and 
NISS), Jerome Reiter (Duke), Larry Cox (NISS). This 
session was organized by Karr and Reiter.

“Simultaneous Edit-Imputation for Continuous • 
Microdata” Hang Joon Kim (Duke and NISS), Jerome 
Reiter (Duke), Alan Karr (NISS), Larry Cox (NISS)

“Simultaneous Edit-Imputation for Categorical Mi-• 
crodata” Daniel Manrique-Vallier (Indiana), Jerome 
Reiter (Duke)

“State Based Intraclass Correlation Values for Plan-• 
ning Group-Randomized Trials in Education: Within 
and Between District Estimates” Eric Hedberg 
(NORC), Larry Hedges (Northwestern)

Other Presentations

Bruce Spencer and Zach Seeskin from Northwestern 
University delivered a talk: “Overview of the NCRN Project 
- Research on Cost-Benefit Analysis for the 2020 Census.”

John Abowd from Cornell University spoke on Septem-
ber 24 at the Harvard Law School. He was part of the light-
ning talks of a session on Integrating Approaches to Privacy 
Across Research Lifecycle. 

Steve Fienberg, Carnegie Mellon University, presented 
“Developing Confidentiality and Privacy Protection Meth-
ods That Scale” at the Statistics2013 Capstone event in 
London, England on November 12. 

Carl Lagoze, University of Michigan and a member of the 
Cornell node, gave a talk on “Encoding Provenance Meta-
data for Social Science Datasets” at the 7th Metadata and 
Semantics Research Conference in Greece on November 19. 

NCRN Spring Meeting 
at US Census Bureau

When the U.S. Census Bureau closed during the 2013 
government shutdown, the technical mini-symposium 
jointly planned by the NCRN and the Census Bureau had to 
be cancelled at short notice. 

NCRN is now planning on holding a technical mini 
symposium at the U.S. Census Bureau headquarters in 
Washington DC May 22-23. However, the program has not 
been finalized. Current plans are for two one-half day ses-
sions focused on topics of broad interest to the nodes, the 
Census Bureau and the federal statistical system. Presenta-
tions will highlight research performed by the NCRN nodes, 
with opportunity for questions and comments from agency 
researchers. 

The meeting will be free and open to the public. The 
meeting is an excellent opportunity for interested re-
searchers and practitioners from the federal statistical 
system in Washington DC to learn about the NCRN.  
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