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Abstract

We empirically examine IT value co-creation in supply chains, incorporating key contingencies
of the competitive environment. Prior research suggests that IT used for strategic information-
based partnerships may benefit supply chains facing higher volatility, enabling tightly coupled
integration and enhanced strategic response to changing consumer preferences. Analyzing a
unique dataset comprising over 6,000 U.S. manufacturing plants, we obtain three principal
results. First, value co-creation using either IT for strategic information-based partnerships (ITIP)
or merely IT for transaction efficiency (ITT) is positive and significant. Second, the co-created
value from ITIP is larger than that for (ITT), suggesting that information-based partnerships,
while perhaps requiring a greater investment, yield a higher return. Third and most importantly,
co-created value from using IT for information-based partnerships is positively moderated by
demand volatility, i.e., value is greater in higher demand volatility environments. However, we
find the opposite is true for using IT for efficient transactions. This is a new contribution to the
literature and has important theoretical and practical implications.
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1. INTRODUCTION 
 

Information technology (IT) has fueled the transformation of supply chains. The scope of 

strategic options has expanded from transaction oriented arms-length relationships to strategic, 

long-term partnerships. Interactions that once focused on the transaction efficiency of an 

individual plant (in the supply chain) can now incorporate process improvement across the entire 

supply chain to improve productivity and resource efficiency. Interfirm relationships generate 

joint or co-created value for supply chain partners (Kohli and Grover 2008, Straub et al. 2004) by 

enabling information transparency, lowering barriers to bi-directional information flow across 

organizational boundaries (Zhu 2004b), facilitating efficient coordination and integration of 

processes (Bharadwaj et al. 2007, Lee et al. 2004, Dehning et al. 2007), and enabling coordinated 

strategic planning across supply chains (Subramani 2004).   

A key benefit of interfirm supply chain partnerships enabled by IT is the ability to adapt 

supply chain processes to match the competitive environment. In doing so, firms can enable agile 

supply chains (Saraf et al. 2007). Heineken USA, for example, to better respond to changing 

consumer preferences, introduced a collaborative forecasting and replenishment system to 

strengthen distribution processes in its supply chain. The system helps tighten linkages between 

Heineken, and its distributor and retail partners, providing the capability to better match finished-

goods product supply with variations in seasonal and regional demand (Thomas 1997). Proctor & 

Gamble (P&G), a consumer goods manufacturer, created a “consumer driven supply chain 

network” using information technologies to integrate supply chain partners and allow P&G to 

meet consumer demand requirements. The network uses aggregate point-of-sale scanner data 

from key accounts to run manufacturing plants at a 6-8 hour replenishment response time. The 
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network also integrates P&G with upstream supply partners via a web portal, sharing consumer 

demand data and real-time production plans with critical partners (SupplyChainBrain 2006).  

Demand volatility is a particularly important area of study due to the challenges it 

presents to firms. Demand volatility can degrade customer service levels, reduce product 

revenues (Waller et al. 1999), increase the risks associated with over and under production 

capacity in manufacturers (Tan 2002), and result in a bullwhip effect where demand variability is 

amplified as it moves up the supply chain (Lee et al. 2004). Firms employ information 

technologies to mitigate the negative impacts of demand volatility. When volatility is high, firms 

utilize the online channel as an efficient means for interacting with customers (Kiang and Raghu 

2000). Firms such as Cisco utilize e-hubs to track inventory and order status of downstream 

suppliers (Lee et al. 2004). Tightly coupled supply chain relationships enable a high degree of 

information sharing about raw material and production, and mitigate demand uncertainties when 

vendors manage the inventory of downstream customers (Waller et al. 1999).  

Intuitive considerations thus suggest that supply chains facing higher demand volatility 

would benefit from tightly coupled integration. In such situations, using IT to enable strategic 

information-based partnerships may be more beneficial than using IT for transaction efficiency. 

However, despite the conceptual and intuitive basis for environmental contingencies to value co-

creation in supply chains – as well as the practical implications – we could not identify any prior 

studies that examined this phenomenon. Our research question is thus: “To what extent is IT 

value co-creation in supply chains contingent on the competitive environment?”  

Analysis of our research question necessitates a large dataset comprising manufacturing 

plants engaged in alternative forms of IT value co-creation so that we can capture sufficient 

variation in demand volatility. We have access to a unique, cross-sectional time-series dataset 
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that fits these criteria: the U.S. Census Bureau’s Computer Network Use Survey. Estimation of 

panel econometric models including the Hausman-Taylor model yield the following three 

principal results. First, plants engaged in both types of IT-value co-creation – IT used for 

strategic information-based partnerships (ITIP) and IT used for transaction efficiency (ITT) – 

receive a positive and significant return on their investment. Second, the co-created value from 

ITIP is larger than that for ITT. Third and most importantly, co-created value from ITIP is 

positively moderated by demand volatility, but the opposite is true for ITT. This last result is 

consistent with our primary thesis and suggests that in high-volatility conditions, supply chains 

are better off pursuing tightly coupled integration enabled by using IT for strategic information-

based partnerships (ITIP) rather than loosely coupled integration enabled by investing in 

information technology for transaction efficiency (ITT). This is a new result to the literature and 

has important theoretical and practical implications. In sum, our paper contributes to the 

Information Systems (IS) literature by shedding new light on how IT value co-creation in supply 

chains is contingent on the competitive environment. 

The remainder of this paper is organized as follows. In Section 2 we review related 

literature. Theoretical background and hypotheses are presented in Section 3. Section 4 describes 

the research design and methodology. In Section 5 we present results of our empirical analysis. 

In Section 6 we discuss the implications and limitations of this study and how these limitations 

might be overcome in future research.   

2. LITERATURE REVIEW 

We define co-created value as the economic rents generated within an interfirm 

relationship by a unique combination of complementary relation-specific resources that 

partnering firms bring to bear (Dyer and Singh 1998). Specifically, we focus on information 
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sharing across partner firms as a key dimension of complementary relation-specific resources in 

the supply chain. Given our focus, two streams of literature are relevant: 1) information sharing 

in the supply chain, 2) role of IT-enabled information sharing under volatile demand conditions.  

2.1 Co-creation of Value via Information Sharing in the Supply Chain 

In the context of supply chains, the value of IT is often focused on e-business transactions 

and their impact on sales and internal operations (Zhu and Kraemer 2005, Amit and Zott 2001, 

Zhu 2004a). Though IT for transactions is an enabler of performance, the mere use of technology 

is not a robust indicator of collaboration for co-creation of value as collaboration in the supply 

chain is not synonymous with e-business technology use (Sanders 2007).  Information sharing 

represents a higher level of strategic partnership in the supply chain (Sabath and Fontanella 

2002).  

The role of information sharing in the supply chain is a topic of great managerial 

importance and has been a focus of much research in the information systems and operations 

management literatures (Sahin and Robinson 2002, Cachon and Fisher 2000, Mukhopadhyay et 

al. 1995, Clemons and Row 1993, Barua et al. 2004).  Information is widely recognized as an 

important driver of supply chain performance by enabling firms to substitute inventory for 

information (Milgrom and Roberts 1988). The types of information shared typically include 

information related to inventory, sales, order status, sales forecast and production schedules (Lee 

and Whang 2000). Cachon and Fisher (2000) modeled information sharing in the supply chain 

and found that information sharing reduces supply chain costs. At the plant level, 

Mukhopadhyay et al. (1995) found that information exchanges between Chrysler plants and their 

suppliers resulted in significant operational benefits for Chrysler through improved inventory 

management and labor savings. 
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 Efficiency gains through information exchanges may be even more pronounced in the 

current era of open Internet standards. As noted by Frohlich and Westbrook (2001), the Internet 

makes it “easier to broaden the types of information being exchanged across supply chain 

entities”. Examining partnerships as a unit of analysis, Malhotra et al. (2007) find that the use of 

standard electronic business interchanges was associated with higher adaptation and knowledge 

creation in the supply chain and this effect was mediated through information exchange. 

However, despite prior research that has informed understanding of the role of information 

sharing in supply chains, we could not identify any quantitative empirical studies that examine 

IT as an enabler of co-created value employing objective measures of information sharing and 

financial value.  

2.2 Environmental Contingencies of Co-created Value 

Demand Volatility 

Demand volatility is a major contributor to overall environmental uncertainty and has 

been identified as an important factor influencing supply chain design (Fine 2000, Germain et al. 

2008).  Demand volatility can have many negative effects on firms, degrading customer service 

levels, reducing product revenues and overall financial performance (Waller et al. 1999, Germain 

et al. 2008, Gattorna 1998).  Many of these effects occur due to the distortion in production 

information that occurs as demand data is passed upward in the supply chain. In the end, the 

volatility leads to a bullwhip effect as firms build safety stocks to buffer the wide variations in 

customer demand that occur due to economic shocks, promotions, and other factors influencing 

product purchases (Lee et al. 2004).    
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Mitigating Negative Effects of Demand Volatility 

Analytic studies related to the value created through information sharing partnerships 

under varying demand conditions yield mixed conclusions. Cachon and Fisher (2000) showed 

that there is an upper bound on the value of information sharing within the context of a stationary 

demand supply chain – accelerating the physical flow of goods through a supply chain is 

significantly more valuable than expanding the flow of information. Raghunathan (2001) found 

that information sharing is of limited value when the parameters of the non-stationary demand 

process are known to both parties because manufacturers can reasonably forecast demand 

without the information given by the retailer. Gosain et al. (2005) examined supply chain 

partnerships and found that the breadth of information sharing was negatively associated with 

partnering and supply chain flexibility. The authors use survey-based measures of flexibility of 

linkages between firms and operationalize flexibility as the ability of the organization to phase 

out new products, respond to change and replace their business partner with a new partner.  

While demand volatility, lead time, production capability and cost are likely to be the 

major factors affecting the value of information-based partnerships, these factors have different 

influences on the value of information sharing (Li et al. 2005). Lee et al. (2000) posits that the 

larger the demand variance, the larger value of information sharing whereas Chen (1998) finds 

that the value of information sharing is mitigated in a volatile environment. Other analytical 

models have found the value of information sharing to be higher when there is less variance in 

demand (Schouten et al. 1994, Gavirneni et al. 1999) or when demand is more correlated across 

time periods (Ragunathan 2003). In an experimental study, Steckel et al. (2004) concluded that 

sharing end-customer sales data was harming the supply chain performance, when demand was 

assumed to be changing continuously. In that situation, the sales data were distracting the 
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distributor from other information. Moreover, reducing lead times was highly beneficial for 

decision making in the experiment. A similar result was obtained by Treville et al. (2004), who 

state that the benefits from lead time reduction are greater than the benefits from capturing 

demand data.  

Related to information sharing, IS research has examined how turbulent conditions may 

impact the value from IT. For instance, the marginal product of IT capital at the firm level has 

been found to be higher in more dynamic environment conditions (Melville et al. 2007). In the 

context of new product development, it has been found that environmental turbulence negatively 

affects the impact of IT functional competencies on competitive advantage (Pavlou and Sawy 

2006).  

In sum, review of the literature indicates that most studies in the area of information 

sharing in the supply chain employ analytic modeling (e.g. Cachon and Lariviere 2001, Cachon 

and Fisher 2000) or simulation (Steckel et al. 2004, Boone et al. 2002). To our knowledge, there 

are limited empirical studies on the co-creation of value through information sharing and we 

could not identify any that analyze how IT value co-created in supply chains is contingent on the 

competitive environment. As noted by Rai et al. (2006, pg. 226), “empirical research related to 

the digitally integrated supply chain integration phenomenon has been limited and piecemeal”. 

Our study is a step towards addressing this gap in the literature. 

3. THEORY AND HYPOTHESIS DEVELOPMENT 

Our conceptual model is presented in Figure 1. We posit that co-created value occurs 

when a partnership is established between two firms. The objective of the partnership can range 

from the simple automation of inter-organizational transactions to the strategic integration of key 

inter-organization processes. The link between the firms is enabled through investments in 
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information technology and other capital and labor inputs. The implementation of the partnership 

generates co-created value as a whole with each firm experiencing a net value impact. The value 

created through partnerships is moderated by numerous environmental and market factors such 

as economic recessions, disruptive innovations, and the like. In this study, we focus on 

information technology and its relationship to partnership value, while also examining the 

moderating impact of demand volatility. We now explicate our baseline and core hypotheses.  

 

3.1 Baseline Hypotheses of Value Co-Creation 

IT for Transactions (ITT) 

Information technology used for transactions targets the automation of structured and 

routine processes. Such applications utilize IT as a substitute for repetitive human effort, 

improving the timeliness of each transaction and reducing associated errors (Zuboff 1988). In an 

interorganizatoinal setting, these types of technologies help reduce the costs of transactions 

between the buying and selling firms (Gurbaxani and Whang 1991), as well as associated 

operational costs within each participate organization (e.g., shipping costs, Srinivasan et al. 
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1994). Indeed, empirical work examining the use of technologies like electronic data interchange 

(EDI) in manufacturers has demonstrated a contribution to firm savings, in for instance, the 

purchasing of maintenance, repair, and operations (MRO) and raw product parts (Mukhopadhyay 

et al. 1995). Dehning et al. (2007) find that IT-based supply chain systems increase gross margin, 

inventory turnover (particularly raw materials and finished goods inventory turnover), market 

share, return on sales, and reduce selling, general, and administrative expenses. Web based 

procurement can even go further in performance improvement by helping to reduce search 

related costs in purchasing activities (Subramaniam and Shaw 2002) as well as improve sales and 

internal operational efficiencies (Zhu and Kraemer 2005, Zhu 2004a). Indeed, companies that 

use e-procurement technologies (e.g., software, auctions, market exchanges) have reported a 

savings of 42% in purchasing performance (Davila et al. 2002).  We thus hypothesize: 

H1a: (ITT Value Co-creation) The use of IT for transactions with partner firms is 

positively associated with value (as measured by labor productivity) 

H1b: (ITT Value Co-creation) The use of IT for transactions with partner firms is 

positively associated with value (as measured by inventory turnover)  

 

IT for Information-based Partnerships (ITIP) 

There is an emerging general consensus that sharing information leads to benefits for 

supply chain members and forms the core foundation on which supply chain collaboration is 

based (Lee and Whang 2000). Information-based partnerships enable the supply chain to 

informate and transform key business processes (Zuboff 1988). Information sharing also 

provides the ability to improve forecasts and coordinate inventory and production decisions 

through a shared understanding of performance issues (Rai et al. 2006). We thus hypothesize: 

H2a: (ITIP Value Co-creation) The use of IT in information-based partnerships is 

positively associated with value (as measured by labor productivity)  
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H2b: (ITIP Value Co-creation) The use of IT in information-based partnerships is 

positively associated with value (as measured by inventory turnover) 

3.2 Contingent Role of the Environment on IT Value Co-Creation  

The Resource-Based View (Barney 1991) of the firm posits that resources that are 

valuable, rare, inimitable and non-substitutable yield competitive advantages. The value of 

resources, however, depends on their environment and can change rapidly as the environment 

evolves (Katila and Shane 2005, Miller and Shamsie 1996). In the case of IT resources, the value 

of resources must be viewed in conjunction with the environment (Melville et al. 2004). The 

guiding theory behind our arguments is that IT resources are non-homogenous (Weill 1992). 

According to the classification by Weill (1992), ‘transactional IT’ (ITT) comprises those IT 

investments that are made to automate the firm’s business processes. ‘Informational IT’ (ITIP) 

provides the information infrastructure to enable tasks such as control, budgeting, planning, and 

analysis (Weill 1992).  Their model's central tenet of IT as a non-homogeneous construct has 

often been used to explain mixed research findings on the impact of IT investments (Lind and 

Zmud 1995). We draw on this theoretical framework to explicate how value co-created by 

partnering organizations using the non-homogenous components of IT in the supply chain can be 

differently impacted by environmental dynamism.  In other words, in turbulent environments, 

different IT capabilities are required for superior performance than in stable environments 

(Eisenhardt and Martin 2000, Wade and Hulland 2004). 

           As our review of the literature suggests, co-created value via information-based integrated 

partnerships in the presence of turbulent demand conditions has yet to be analyzed empirically. It 

is possible that in a changing, volatile environment, information shared may be inaccurate, 

unavailable or obsolete (Bourgeois and Eisenhardt 1988). By extension of this argument, a firm’s 

efforts to co-create value with its partners by engaging in information-based partnerships may be 
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adversely affected by turbulent environments. Some prior research employing analytic modeling 

suggest that in situations of larger demand variance, the value of information sharing may be 

limited (Chen 1998).  

In contrast, we argue that information-based partnerships can provide the firm with more 

information to mitigate negative impacts of changing volatile conditions. This line of argument 

draws from the theory of dynamic capabilities (Eisenhardt and Martin 2000, Teece et al. 1997) 

by which information-based partnerships through IT can help the firm reconfigure its resources 

in the face of changing business environments (Gosain et al. 2005). We build on the literature 

which analytically models information sharing and suggests that information sharing across the 

supply chain is more valuable when parameters of demand process are unknown (Raghunathan 

2001) or when there is high demand volatility (Bourland et al. 1996, Lee et al. 2000).  

In more volatile environments, integrated partnerships through IT can potentially provide 

new information to managers and improve co-ordination through reduction of uncertainty 

(Clemons and Row 1993). For example, through the sharing of inventory information and order 

information electronically with its component suppliers, Cisco has developed an agile supply 

chain to cope with changing demand (Dong et al. 2009). The information-based partnerships 

between Cisco and its suppliers and customers significantly improve Cisco’s ability to rapidly 

respond to the demand changes in the supply chain. Additionally, by sharing information with 

their suppliers and customers, firms such as Dell and Whirlpool are able to better match supply 

closely to customer demand and to anticipate changes in the marketplace (Li et al. 2006). As 

another example, Herlitz, a Europe-based manufacturer of office supplies, used J.D. Edwards 

Planning Solution to share real-time information with customers and suppliers and to analyze 

customer demand fluctuations, thereby achieving lower inventory levels (Business Week 2009).  
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The collaboration between firms based on integrated partnerships can help the supply chain 

respond to changes in end-customer demand through improved scheduling and inventory 

management techniques (Kulp et al. 2004). For example, integrated information-based 

partnerships with suppliers can help the firm plan production schedules with greater flexibility in 

manufacturing changeovers so as to adjust to frequent changes in customer demand (Setia et al. 

2008) and build an agile supply chain by using real-time information. Thus information-based 

integrated partnerships enabled by IT provide business agility in environments with “higher 

clockspeeds” (Setia et al. 2008, pg 18).   

In sum, ITIP can play an important role in supporting the growth of the flexible value 

network of a firm enabling them to transfer real-time information to operate in a high-clockspeed 

environment (Dedrick and Kraemer 2005). The strategic use of IT to share rich information 

across organizational boundaries can help managers overcome problems caused by demand 

volatility (Daft and Lengel 1986, Moenart and Souder 1996), reduce information asymmetry and 

mitigate the negative effects of variability in demand. Conversely, in stable environments, when 

information such as demand projections is shared, it may not provide new information and hence 

is of lesser incremental value in facilitating rapid decision making (Lee et al. 2000, Melville et 

al. 2007). Based on these arguments, we hypothesize that the ability of firms to co-create value 

in the supply chain through information-based partnerships will be reinforced in more volatile 

demand environments. We thus hypothesize the following: 

H3a: The positive association between IT for information-based partnerships and co-

created value (as measured by labor productivity) is positively moderated (reinforced) by 

volatile demand conditions. 

H3b: The positive association between IT for information-based partnerships and co-

created value (as measured by inventory turnover) is positively moderated (reinforced) by 

volatile demand conditions. 
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We posit that IT for Transactions (ITT) is a first stage in the integration for co-creation of 

value. Its focus is on automation of the transaction process and improvement of efficiency. The 

transition from transactional IT to collaborative IT requires levels of trust and commitment that 

are beyond those typically found in transactional IT relationships. For instance, firms can use IT 

for EDI and JIT (Just-In-Time) without achieving the next level of integration where design and 

long-term strategic data are shared (Spekman et al. 1998). In a supply chain context, Dong et al. 

(2009) argues that the value of commodity-like IT resources that “do not meet the RBV criteria” 

diminishes under competition.  

We extend this argument to posit that IT for Transactions (ITT) is an example of 

commodity-like resource and that it will be less valuable in highly volatile environments. ITT 

can allow for integration of transactions but not other elements (such as strategic planning) 

required to tide over volatile demand conditions. Transactional technology implementations are 

thus inside-out in nature and their value is likely to be stronger in stable business environments 

rather than in turbulent business environments (Wade and Hulland 2004). Since ITT typically 

does not involve cross-organizational long term planning (Spekman et al. 1998), changes in 

market demand can have detrimental effects on the co-created value of IT when used for purely 

transactional purposes. For example, orders are the result of “conjectures by the buyer” and can 

“distort the true dynamics of the marketplace” (Lee and Whang 2000, pg. 4) and exacerbate the 

bullwhip effect as demand variability is amplified and moves up the supply chain (Lee et al. 

2004). Additionally, although the use of ITT may improve the efficiency of organizations, it is 

less likely to enable the focal firm to build strategic partnerships with trading partners (Crowe 

1992). While ITT helps performance by improving accuracy, eliminating paperwork and 

reducing costs, it has negligible impact on supply chain planning and scheduling and so does 
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little to help reduce the uncertainty faced by trading partners in determining future demand. 

Hence we hypothesize that the ability of ITT to co-create value through increased productivity 

and lower inventory will be mitigated under highly volatile demand conditions.  This leads to our 

fourth hypothesis, 

H4a: The positive association between IT for Transactions and co-created value (as 

measured by labor productivity) is negatively moderated (attenuated) by volatile demand 

conditions. 

H4b: The positive association between IT for Transactions and co-created value (as 

measured by inventory turnover) is negatively moderated (attenuated) by volatile demand 

conditions. 

4. RESEARCH METHODOLOGY 

4.1 Data  

Data for this study were drawn from multiple U.S. Census Bureau surveys. The 

Computer Network Use Supplement (CNUS) dataset provided data related to information 

technology usage and information sharing. The CNUS survey was conducted by the Census as a 

supplement to the 1999 Annual Survey of Manufacturers (ASM) and relates to electronic 

business practices adopted by establishments. The performance variables are drawn from the 

Annual Survey of Manufacturers (ASM) and Census of Manufacturers (CM) while control 

variables were drawn from the ASM, CM and Survey of Plant Capacity Utilization (SPCU).  

An important consideration in the construction of our panel dataset concerns the 

availability of data across years. Whereas the ASM, CM and SPCU are annual surveys, the 

CNUS was a one-time survey. In the CNUS survey, each establishment was asked about its 

current use of computer-networked business processes as well as its planned use of these 

processes by 2002. In the interest of using as much data as possible, we constructed a panel 

dataset for the years 1997 to 2002 by coding plants that reported usage of a technology in the 
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CNUS as also using that technology in 1997. Further, we coded plants that reported plans to use 

technologies by 2002, as actually using that technology in 2002 first. These, we believe, are 

reasonable assumptions given that e-business technologies and their implementations are 

important IT investments that require considerable planning1. For ITIP measures, only current 

use was asked and therefore, ITIP is time-invariant in our data. The compromise between having 

a large enough number of years of data to account for plant-level heterogeneity as well as small 

enough to ensure constancy of practices (independent variables) which are measured one-time 

has been made in prior research (Black and Lynch 2001, Brynjolfsson et al. 2007). Table 1 

shows the data which are available and those that are imputed in our dataset. 

 
 

4.2 Variable Definitions 

Dependent Variables 

Our dependent variables, though intended to capture the value from co-creation of inter-

organizational IT partnerships, are measures within the focal plant. Though we would have 

                                                 
1 We also repeated the analysis using a shorter panel (1999-2002) which made less restrictive assumptions of usage 
prior to reporting and found coefficient estimates that are consistent with those presented here, although as expected, 
the statistical precision declines along with sample size. 



17 
 

ideally liked to capture the value also at the inter-organizational level, our current dataset does 

not permit such a measurement. We however expect there to be a strong correlation between the 

dependent variable measures we adopt and value created at the partnership level. We use labor 

productivity (Melville et al. 2007) as our primary performance measure and also test our 

conceptual model using inventory turnover (Bharadwaj et al. 2007, David et al. 2002) as a 

performance measure.  Both these measures of performance are commonly used in IT value and 

operational performance research. Plant-level labor productivity is defined as gross output per 

worker (Q/L).  We use total value of shipments as a measure of gross output Q (Atrostic and 

Nguyen 2005).  Our measure of labor, L, is the total number of employees in the plant. Inventory 

is defined as the sum total of raw-material inventory, work-in-process inventory and finished-

goods inventory as a percentage of sales. When the analysis was repeated using only raw-

materials and finished-goods inventory as a percentage of sales, the results remain qualitatively 

unchanged. 

Independent Variables 

The measures of ‘IT for Transactions’ and ‘IT for Information-based Partnerships’ are 

count-based composite measures. Count-based measures have been used in prior IT and Supply 

Chain research (Doms et al. 1997, Kulp et al. 2004, Banker et al. 2006). We count the reported 

number of transactional IT measures (ITT) and information sharing (ITIP) measures used by the 

plant as reported in the CNUS. As described earlier, a panel is constructed for the period 1997-

2002. Volatility in demand is measured as the standard deviation of (the log of) plant output 

(total value of shipments) over the previous five years (Bansak et al. 2007). This is consistent 

with the research literature in this area where volatility is usually quoted as an “annualized 

percentage standard deviation” (Dewan et al. 2007, Kobelsky et al. 2008).  To test the robustness 
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of the results, we used multiple other alternate measures of volatility. First, qualitatively similar 

results were obtained when the analysis was performed using standard deviation of the change in 

(log) demand as the measure of volatility. Second, we calculated volatility measured over 3 years 

and found similar results. Third, we used standard deviation of (log) Value-Added over previous 

five years as a measure of volatility. Finally, we used a binary measure of volatility 

(HIGHVOLATILITY which is 1 for plants with volatility above the median and 0 otherwise).  In 

all these robustness checks, we found the results to be largely substantively consistent with those 

shown here. 

The ITT and ITIP indices are, intuitively, formative because use of any particular 

measure of ITT or ITIP does not necessarily imply use of every measure forming the index. For 

example, a plant may share information on some areas but not all areas (Gosain et al. 2005), and 

so a formative construct is more appropriate. Since the index is formative, it need not be subject 

to the usual tests of internal consistency of reflective constructs (Diamantopoulos and 

Winklhofer 2001) and its indicators are not required to co-vary with each other (Jarvis et al. 

2003).  

Control Variables 

We used a comprehensive set of control variables. The control variables include plant-

specific factors which have been found to affect productivity and inventory in prior work. These 

controls include material intensity, capital intensity, energy intensity, capacity utilization, share 

of exports (Wagner 2002), age of the plant (Dunne 1994) and skill mix of (non-production to 

production) workers (Berman et al.1994). Plant age can have a dual effect on productivity. New 

plants enter with higher productivity (due to newer technology) than earlier entrants did, whereas 

surviving plants show productivity increases as they age (Jensen et al. 2001). We also control for 
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size of plant (Lucas 1978), industry (at the 3-digit NAICS level), and whether or not the plant is 

part of a multi-plant firm. We follow previous studies (Atrostic and Nguyen 2005, McGuckin 

and Stiroh 1998, Greenan and Mairesse 2001) and use book values of the capital as a proxy for 

capital. We used the standard Perpetual Inventory Management Method (Bansak et al. 2007, 

Black and Lynch 2001) to compute capital2 for the years in which capital was unavailable.3  A 

more detailed description of the computation of the variables is provided in Appendix C. 

4.3 Empirical Modeling 

Our conceptual model appears in Figure 2 below. We use our developed panel dataset to 

estimate various econometric model specifications using two measures of performance as our 

dependent variables – labor productivity and inventory.  

Productivity Model 

The dependent variable in this model is labor productivity (LLP) for the plant measured 

as ‘Total value of shipments per employee’4. We use the gross output specification (McGuckin 

and Nguyen 1995, Atrostic and Nguyen 2005) though using the value-added specification gave 

us qualitatively similar results. In accordance with prior research, we control for capital intensity, 

material intensity, energy intensity, plant size, capacity utilization, plant age, skill mix, whether 

the plant is part of a multi-plant firm, industry dummy controls at the 3-digit NAICS level and 

                                                 
2 For example, K at end of 2000 = K at beginning of 2001 = K at end of 2001 – (Total Capital Expenditures in 2000 
– Retirements). Total capital expenditure in 2000 is available in the 2000 ASM. As retirements in 2000 are not 
available, we compute K at end of 2000 by the above formula using retirements in 2002 rolled backward. This is a 
reasonable approximation, as retirements exhibit less variability due to accounting rules than do new capital 
expenditures. An alternative method of constructing capital is to roll expenditures forward in a perpetual inventory 
method, which gave qualitatively similar results. 
3 Moreover, the correlation between capital values based on perpetual-inventory method and the book-value series 
has been found to be above .90 (Luque 2002, Doms 1996). Therefore, since physical capital is not available for all 
years in our sample, the values we use based on the PIMS method should be a reasonable proxy for the physical 
capital stock. 
4 When the analysis was performed the analysis using (log of) total value of shipments as the 
dependent variable with gross values of capital, materials and energy as controls, results were 
unchanged.  
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time (year) dummies. In the productivity model, H3a (H4a) hypothesizes a positive (negative) 

sign on β4 (β5). Tests of the hypotheses related to labor productivity are conducted by estimating 

the following regression model (Model 1): 

  LLPit = β0 + β1 ITTit + β2 ITIPi + β3 Volatilityit + β4 (ITIP x Volatility)it + β5 (ITT x Volatility)it +  

βc Xcit + εit , where Xc is the vector of control variables. 

 

Inventory Model 

The dependent variable in this model is INV, which is calculated as the (log) ratio of total 

inventory to sales for the plant. In line with prior research, we control for plant size, capacity 

utilization, capital-labor ratio, whether the plant is part of a multi-plant firm, industry dummy 

controls at the 3-digit NAICS level and time (year) dummies. It is to be noted that since the 

dependent variable is expressed as the ratio of inventory to sales, H3b (H4b) hypothesizes a 

negative (positive) sign on β4 (β5). Tests of the hypotheses related to inventory are conducted by 

estimating the following regression model (Model 2): 

INVit = β0 + β1 ITTit + β2 ITIPi + β3 Volatilityit + β4 (ITIP x Volatility)it + β5 (ITT x Volatility)it + 

βc Xcit + εit , where Xc is the vector of control variables. 
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4.4 Sample Description 

After merging the ASM, CM, SPCU and CNUS datasets, the final sample consists of 

6,185 plants (19,023 plant-year observations) for the Productivity model and 6,506 plants 

(21,204 plant-year observations) for the Inventory model. The descriptive statistics and 

correlations for the Productivity model are provided in Table 25. Appendix A illustrates how the 

proportion of plants in our (Productivity model) sample in each industry compares with the 

population as per the “Statistical Abstract of the United States: 2003” for the year 2000. 

 

4.5 Estimation Approach and Specification Testing 

In order to allow for individual heterogeneity across manufacturing plants, we estimated 

the fixed-effects and random-effects models.  The Breusch-Pagan Lagrange Multiplier test 

(Breusch and Pagan 1980) indicated that the random effects are significant and so Ordinary Least 

Squares on the pooled data would be inappropriate. The random-effects model, however, 

assumes that there is no correlation between the individual random effects and the covariates 

(Greene 2003). The Hausman’s specification test for the random-effects model rejected the null 

                                                 
5 The descriptive and correlations for the Inventory model are provided in Appendix B. 
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thereby indicating that the random-effects estimator is inconsistent whereas the fixed-effects 

estimator, though inefficient, is consistent (Greene 2003). In view of these empirical 

considerations, the fixed-effects estimator is considered the most appropriate for our analysis. 

We used a fixed-effects model with White’s correction to account for any heteroskedascticity 

problems (White 1980). The fixed-effects estimator accounts for features that are unobservable 

but stable over time and their possible correlation with explanatory variables. Fixed-effects 

models are considered conservative because only changes in independent variables within a unit 

can produce significant effects. We included year dummy variables to eliminate year-specific 

heterogeneity. Thus, our models control for both plant-specific and time-specific effects. We also 

tested for multicollinearity using Variance Inflation factors which were within acceptable limits 

(Greene 2003), indicating that multicollinearity was not a serious problem in the data.  

Given the unbalanced nature of our sample and the use of fixed-effects models, sample 

bias was a potential concern. To address this issue and test the robustness of the sample, we 

followed the method proposed by Wooldridge (2002), who argued that in a fixed-effects model 

with an unbalanced panel, sample bias is not a problem if the selection is uncorrelated with the 

idiosyncratic error term of the model. To test this assumption, we re-estimated the models by 

adding a selection indicator variable with a one-period lag (Wooldridge 2002, Nijman and 

Verbeek 1992). This variable indicates which years are missing for each plant. For each year, 

this variable is 1 if a plant is included in the estimation and 0 otherwise. Thus, the selection 

indicator models the presence or absence of plants in each year. In all the estimations, the 

selection indicator was not statistically significant indicating that imbalance in the sample did not 

lead to bias (Wooldridge 2002). 
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The time-invariance of ITIP does not permit estimation of the coefficient of ITIP by the 

fixed-effects estimation approach (Greene 2003). We therefore use alternative econometric 

specifications to estimate the coefficient of ITIP. We estimated the Hausman-Taylor (HT) model 

(Hausman and Taylor 1981) for the random-effects model which overcomes the disadvantage of 

the need for assuming orthogonality between the random effects and the covariates by fitting a 

model allowing for correlation between the random effects and the covariates (Greene 2003). 

The Hausman-Taylor estimator (unlike the fixed-effects estimator) enables estimation of the 

coefficients of time-invariant independent variables. In our model, it enables estimation of the 

coefficient of ITIP which is time-invariant. Instrument validity is determined by the Hausman-

Taylor (HT) specification test p-value. Following Boulding and Christen (2003), we test the 

sensitivity of results to the use of particular instruments. In the Hausman-Taylor specification, 

we allow for ITT, ITIP and all control variables to be endogenous i.e. correlated with the 

disturbances.  The insignificance of the HT-Specification test statistic indicates validity of the 

instruments used for estimation (Greene 2003). The results (not reported here) are robust to other 

sets of endogenous variables in the Hausman-Taylor specification. 

Finally, we estimated the fixed-effects models allowing for the possibility of serial 

correlation by using the first-order autoregressive (AR1) model6. The Baltagi-Wu locally best 

invariant (LBI) test statistic was 1.96, suggesting that serial correlation is not a serious problem 

in the data (Baltagi and Wu 1999). Using the AR1 specification, the results are qualitatively 

unchanged. 

5. RESULTS 

The result of the Productivity regression model is depicted in Table 3.  In the fully 

specified model (Column iv), the coefficients of ITT (β1 = 0.011, p < 0.01) and ITIP (β2 = 0.023, 
                                                 
6 Estimation of the AR1 Models are not reported here.  
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p < 0.01) are statistically significant. Consistent with hypothesis H4a, in the fully specified 

model, we find that the interaction term of ITT and Volatility is negative and statistically 

significant (β5 = -0.051, p < 0.01). Conversely, the interaction term of ITIP and Volatility is 

positive and significant, rendering support for hypothesis H3a (β4 = 0.028, p < 0.01). Consistent 

with prior research (Childerhouse et al. 2008), demand Volatility has a negative and statistically 

significant coefficient (β3 = -0.174, p <0.05). The results are generally consistent across the 

model specifications. An F-test of the joint significance of the interaction terms was rejected 

(p<0.001) indicating that we can reject the null that the interaction terms are jointly zero.  

The result of the Inventory regression model is depicted in Table 4.  We see a 

qualitatively similar pattern of results in this model. We find a negative statistically significant 

coefficient of ITT (β1 = -0.01, p <0.01) when the full model is specified (Column iv). Consistent 

with Hypotheses 4b, we find that the interaction term of ITT and Volatility on inventory is 

positive and statistically significant (β5 = 0.067, p < 0.01). Additionally, the interaction term of 

ITIP and Volatility is negative and significant (β4 = -0.039, p < 0.01), rendering support for 

Hypothesis 3b. Consistent with prior research (Childerhouse et al. 2008), demand Volatility has a 

positive and statistically significant coefficient (β3 = 0.278, p < 0.01) in line with the argument 

that plants facing high volatility in demand tend to have higher levels of inventory in order to 

buffer against volatile demand.  The direct effect of ITIP on inventory is not significant in the 

estimation; therefore H2b is not supported. The results are consistent across the model 

specifications as shown in Table 4. Again, an F-test of the joint significance of the interaction 

terms was rejected at the p<0.001 level of significance indicating that we can reject the null that 

the interaction terms are jointly zero.  
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Taken together, we find strong support for H1, H3 and H4, whereas H2 is partially 

supported. In our estimations, the use of IT for information-based partnerships (ITIP) was 

significantly associated with productivity but not with inventory turnover. 
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The main effect of ITT on business performance is consistent with a large body of 

literature on the value of IT and e-business in the supply chain (Zhu et al 2005, Dedrick et al. 

2003). Our hypotheses (H3 and H4) of the moderating role of demand volatility in respectively 

mitigating and reinforcing the value of ITT and ITIP receive strong support in the productivity 

and inventory models of performance. These results suggest that the value co-created from using 



27 
 

IT for information-based strategic partnership is stronger as the volatility of demand of the firm 

increases. Figure 3a and 3b depict these relationships for the Productivity model. As suggested 

by Carte and Russell (2003) and following Ravichandran et al. (2009), we interpret the main 

effect and the interaction effect from the estimates of the fully specified model simultaneously by 

using partial derivatives with respect to ITT and ITIP. Analyzing the productivity estimates from 

the last two columns of Table 3, we get:     

                      ∂Productivity/∂ITT = 0.006 - 0.005 × HIGHVOLATILITY  

                      ∂Productivity/∂ITIP = 0.022 + 0.005 × HIGHVOLATILITY 

 
 

Interpreting the coefficients from the fully specified model (Model vi) in Tables 3 and 4, 

we find that a unit increase in ITT is associated with a exp(0.006) ie. 0.602 % increase in labor 

productivity and a exp(0.004) i.e. 0.401% decrease in inventory-sales ratio.  A unit increase in 

ITIP is associated with a exp(0.022) i.e. a 2.2% increase in labor productivity, though with no 

significant decrease in inventory. Interestingly, we find that in the Productivity model, the 

coefficient of ITIP (in the Hausman-Taylor specification) is statistically significantly higher than 

the coefficient of ITT (p < 0.05). Even though the coefficients of ITIP and ITT are not directly 

comparable, this empirical finding is in some contrast to the theoretical finding of Cachon and 
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Fisher (2000) that using IT to expand the flow of information is not as beneficial as using IT to 

expand the flow of goods through the supply chain.  

6. DISCUSSION 

6.1 Summary & Implications 

This paper makes two primary contributions. First, to the best of our knowledge, it is 

among the few studies that empirically examine the co-created value of information-based 

integrated partnerships in the supply chain using objective measures of business performance. 

From a research standpoint, the distinction between transactional IT use and IT for information-

based partnerships is important and has not been the focus of earlier work (Kohli and Grover 

2008). The information-based integration capabilities of firms may complement the benefits 

from implementing pure transaction-oriented technologies and should be seen as another 

dimension of the firm’s ability to co-create value with their supply chain partners. Second, our 

results show that in high clock-speed environments, though the co-created value of transactional 

IT may be reduced (Hypothesis 4), the co-created value of IT for information-based integrated 

partnerships is reinforced (Hypothesis 3). This finding contrasts with an earlier related empirical 

finding pertaining to the contribution of the breadth of information sharing to supply chain 

flexibility (Gosain et al. 2005). A potential explanation for the apparently contrasting findings is 

that the phenomena being studied, though related, are different. We use objective measures of 

co-created value in the focal plant, whereas Gosain et al. (2005) used a survey-based perceptual 

measure of the flexibility of a particular partnership.  

The empirical evidence of the enhancement of the value of information-based integrated 

partnerships under volatile demand conditions complements the related analytical research in this 

area which found contrasting results of the value of information sharing under volatile 
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conditions. While some prior analytical studies found the value of information sharing to be 

enhanced in volatile conditions (e.g. Lee et al. 2000), others found it to be reduced (e.g. Chen 

1998, pg. S233). This study provides empirical evidence for the enhanced value of information-

based partnerships in volatile conditions using two objective measures of performance. By 

investigating the moderating role of demand volatility, this study takes a step towards addressing 

the call of Rai et al. (2006, pg. 239) for the need to examine the “role of information flow 

integration and inter-organizational relational capabilities” on firm performance in “business 

environments characterized by different demand patterns”.  By examining the implications of a 

high clockspeed environment on co-created value in the supply chain, our research begins to 

address their (Rai et al. 2006) call to examine strategic choices in the supply chain in uncertain 

demand conditions. This study is also in accord with recommendations (Sahin and Robinson 

2002) for more research into the value of information sharing in the supply chain.  

From a practical standpoint, our results suggest that it would be worthwhile for firms to 

invest more in integrated information-based partnerships using IT with customers and suppliers 

to assuage the negative effects of variability in demand by building an agile supply chain based 

on a culture of trust between the firm and its partners (Christopher 2000). Demand volatility has 

an inverse relationship with financial and operational performance and IT-based information 

partnerships provides firms with mechanisms to co-create value and mitigate the detrimental 

impact of variability on performance. To assuage the negative effects of demand volatility, 

supply chain partners should transition from transaction-oriented IT usage to collaborative 

information-based integrated partnerships. Firms in high clockspeed industries must thus pay 

more attention to using IT for information-based partnerships with their supply chain partners 

since they are more likely to pay off. Our results suggest that an information-driven supply chain 
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may enable firms to predict market requirements and adapt in the face of volatile market 

conditions. 

To remain competitive, manufacturers must restructure their global supply chains to 

achieve greater flexibility, efficiency, and agility. For manufacturing-specific lines of business, 

executives must collaborate with suppliers and customers to co-create value. By using IT with a 

strategic and partnership focus, firms can confront the challenges of volatile demand, adapt to 

and capitalize on change. Using IT for integrated partnerships can provide the agility and 

flexibility for improved business and operational performance in response to changing demand 

conditions, enabling firms to more efficiently manage the value chain. This study shows the 

importance of the role of IT for collaborative purposes in co-creating value in the supply chain. 

An information-driven approach ensures that adaptive capabilities are built into the supply chain 

so that it becomes more agile, with greater value for all parties to partake of (Kohli and Grover 

2008). 

6.2 Limitations and Future Research 

There are some limitations in this study that serve as a starting point for future research. 

First, since we use data only from respondents and do not adjust for non-respondents to the 

CNUS, the results of this study may apply only to responding plants. Additionally, the sample 

consists of only surviving plants. Little can be said about plants that had closed during or prior to 

the period of the study. Second, though the panel dataset is relatively short, our method of 

construction (although used in prior research) of the panel dataset to make optimal use of the 

available data might be considered a limitation. Third, our binary measures of IT are based on 

usage, which is a benefit in that we capture IT in use rather than the mere presence of IT, but a 

potential limitation since we do not have a more granular metric for the extent of usage (Devaraj 
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and Kohli 2003). Our binary metrics of usage might be viewed as a reliable proxy for such a 

measure, subject to confirmation by future research. Although many prior IT value studies have 

employed binary measures of usage of IT, future research can use more refined measures of 

usage of transactional technology and information sharing. Fourth, our measure of volatility is on 

an annual basis. Future studies will benefit by employing a more fine-grained measure based on 

a shorter timeframe, for example weekly or monthly.  Finally, our measure of volatility may 

partially be a result of internal decisions, actions and process efficiency rather than changes in 

customer demand preferences.  

There are several useful directions for further research. First, the causal mechanisms of 

the moderating role of demand side volatility on IT for information-based partnerships and 

transaction IT need to be examined. Future research can look at more complex interrelations and 

can use alternative methods (such as structural equation modeling) or case studies to examine the 

driving factors behind the differential impact of volatility on the value of IT. Second, though this 

paper studied the moderating role of demand volatility on the co-creation of value through IT, 

future research can investigate the value of information-based partnership under conditions of 

supply volatility (Rai et al. 2006). Future research can also study the contextual impact of 

information sharing on other measures of performance such as innovation. Third, future research 

can empirically examine whether the business performance effects of IT for information-based 

partnerships and transactions are different when the IT under consideration is with upstream and 

downstream partners in the supply chain. Finally, our study context is limited to the U.S. 

manufacturing sector. Although this enhances the internal validity of the analysis, it may limit 

the generalizability of our findings. Extending this study to other settings and examining whether 
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the results hold in other national environments, particularly in less developed countries, may be 

an interesting line of inquiry.  

Appendix 
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APPENDIX C: Detailed Variable Descriptions 
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