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Abstract 

This paper provides direct empirical evidence on the relationship between technology and firms’ 
global sourcing strategies. Using new data on U.S. firms’ decisions to contract for manufacturing 
services from domestic or foreign suppliers, I show that a firm’s adoption of communication 
technol-ogy between 2002 to 2007 is associated with a 3.1 point increase in its probability of 
fragmentation. The effect of firm technology also differs significantly across industries; in 2007, 
it is 20 percent higher, relative to the mean, in industries with production specifications that are 
easier to codify in an electronic format. These patterns suggest that technology lowers 
coordination costs, though its effect is disproportionately higher for domestic rather than foreign 
sourcing. The larger impact on domestic fragmentation highlights its importance as an alternative 
to offshoring, and can be explained by complementarities between technology and worker skill. 
High technology firms and industries are more likely to source from high human capital 
countries, and the differential impact of technology across industries is strongly increasing in 
country human capital. 
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1 Introduction

Changes in communication and information technology have revolutionized how people and businesses

interact around the world. It is now easier than ever to disseminate information, collaborate across

distances, and coordinate activities. These changes in technology have been accompanied by large

increases in global production sharing as firms increasingly break apart, or fragment, their production

process across different countries (Campa and Goldberg, 1997; Hummels et al., 2001; Johnson and

Noguera, 2012). Because this type of fragmentation, or “offshoring” requires relaying design and

production specifications to suppliers, it is not surprising that the increase in offshoring is often

attributed to concurrent advances in communication technology. In fact, technological improvements

play a central role in a number of theoretical models on offshoring (Jones and Kierzkowski, 2001;

Deardorff, 2001; Kohler, 2004; Antràs et al., 2008; Grossman and Rossi-Hansberg, 2008; Costinot et

al., 2013).

Despite the importance that technology may play in shaping global production patterns, and the

fact that the welfare predictions in the models listed above crucially depend upon how technology

affects offshoring, there is little or no empirical evidence on the relationship.1 The lack of evidence is

driven by a lack of data. Production fragmentation and technology are both difficult to measure. In

addition, technology adoption is clearly endogenous, making identification of its effect on fragmentation

particularly difficult with aggregate data.

In this paper, I provide direct evidence on the relationship between a firm’s use of technology and

its decisions to fragment production across distinct geographic locations that are both foreign and

domestic. To do so, I construct a unique new dataset on plant-level fragmentation decisions from

the 2007 Census of Manufactures. The data identify whether a plant purchased contract manufac-

turing services from other plants (within its company or from another company); and if so, whether

the plant purchased these services primarily domestically or abroad. Contract manufacturing services

(CMS) entail an arrangement in which the fragmenting plant provides design and production crite-

ria to a manufacturer who performs the physical transformation activities, generally on materials or

1For example, an important assumption in Grossman and Rossi-Hansberg (2008) is that technology affects offshoring
costs for all tasks in the same way. This delivers a “productivity effect” in which firms’ production savings on all
previously offshored tasks increase when technology improves. The productivity effect would be absent if technological
improvements did not generate additional savings for the set of tasks already being offshored.
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inputs specified by the purchaser. Although CMS purchases only include customized fragmentation

(off-the-shelf inputs are not included), the fact that they require communicating production specifica-

tions across locations makes them uniquely suited to assess the role of communication technology in

fragmentation. These data also constitute a significant improvement over many existing measures of

offshoring. They are a plant-level variable that clearly identifies fragmentation and allows for a direct

comparison of domestic versus foreign sourcing.

The CMS data yield three new facts on fragmentation. First, a significant fraction of plants and

firms do not fragment their production of customized inputs, even within industries. The average

four-digit NAICS industry has about 30 percent of plants purchasing CMS, while the lowest industry

participation rate is 8 percent and the highest is over 60 percent. Second, domestic fragmentation is

far more prevalent than offshoring. In the aggregate, 27 percent of plants primarily purchase domestic

CMS while only two percent purchase CMS primarily offshore. Finally, plants that purchase CMS are

larger and more productive than non-purchasers, particularly if they offshore. Plants that purchase

CMS domestically have sales that are 28 percent larger than the average plant in the their industry,

and offshorers are more than twice the size of the average establishment.

I exploit the variation in fragmentation status within and across industries to estimate the relation-

ship between a plant’s decision to fragment production and its communication technology. Plant-level

communication technology is an indicator equal to one if the plant has integrated electronic com-

munication with its production process. The data show a strong, positive relationship between plant

technology and fragmentation, both in the cross-section and when using panel data to control for plant

fixed effects.2 The estimates from the panel analysis suggest that a firm’s adoption of communication

technology between 2002 to 2007 is associated with a 3.1 percentage point increase in its probability

of fragmentation over the period. This positive relationship could reflect technology’s ability to lower

fragmentation costs (e.g., Grossman and Rossi-Hansberg, 2008). An alternative explanation is that a

shock to fragmentation costs may have induced firms to adopt new technology as a way to exploit the

new trade opportunities (e.g., Lileeva and Trefler, 2010).

In light of these challenges, I focus on technology’s potential role in facilitating communication

2The panel data are available only for the subset of single-unit firms and do not distinguish between domestic and
foreign sourcing.
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about production specifications across locations. If this mechanism is at work, technology’s impact

will depend upon a firm’s ability to codify its product specifications in an electronic format. Computer-

aided design (CAD) and computer-aided manufacturing (CAM) software are the predominant tools

used to transmit manufacturing designs and specifications electronically. I therefore measure electronic

codifiability as the fraction of plants in an industry that used CAD/CAM software in their production

process in 1999.3 I interact a plant’s communication technology with its industry CAD intensity. This

estimation technique is comparable to a difference-in-difference estimator in which CAD intensity

is a continuous treatment variable. Identification is based on the differential impact of electronic

communication as a function of CAD intensity, rather than on its level effect. This strategy is similar

to the one employed by Rajan and Zingales (1998) and Nunn (2007) who interact country and industry

variables for identification. My approach differs by exploiting industry and plant-level information on

technology to identify a specific channel through which it may affect plants’ domestic or foreign

sourcing.

The estimates reveal a systematic differential impact of communication technology across indus-

tries. While plant use of networks increases the probability of fragmentation in all industries, its effect

is about six percentage points larger in the highest CAD intensity industry (semiconductor machinery

manufacturing) compared to one of the lowest intensity industries (other apparel manufacturing). This

differential impact is statistically and economically significant; it is about 20 percent of the mean share

of fragmenting establishments. I also estimate the probability that a fragmenting plant will source

primarily from foreign locations.4 If coordination costs are increasing in distance, then we would

expect a differential impact of electronic communication to be evident in fragmenting plants’ decision

to offshore. Surprisingly, however, the data suggest the opposite. The probability that a fragmenting

3Multiple conversations with suppliers at CMS trade shows indicated that the ability to communicate electronically
has lowered fragmentation costs more in industries in which production specifications are readily codified in an electronic
format. For example, a gasket producer described costs that fell from “hundreds of dollars to cents” when CAD files
that could be plugged into CAM programs replaced conventional drawings, sent via fax, that required additional verbal
communication to interpret. In contrast, a spring manufacturer whose production process does not work with CAM
software did not experience these cost reductions from electronic communication. These conversations took place at
Mid-Atlantic Design-2 Part Shows in April 2011 and November 2010.

4This conditional regression, which is based only on the subset of plants that fragment production, avoids confounding
factors that affect plants’ decisions to break apart their production process with factors that affect their choice to offshore.
In the appendix, I show that the results are robust to: a) a nested logit specification in which the top tree is the decision
to fragment and the bottom tree is the decision to offshore; and b) an IV approach in which I condition on plants that
did not fragment production in 2002 and instrument for 2007 technology using technology in 2002.
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plant using electronic networks will offshore is decreasing in its industry CAD intensity, suggesting

that electronic communication lowers coordination costs disproportionately more for domestic rather

than foreign sourcing.

Why would communication technology have a disproportionately larger effect on domestic fragmen-

tation? Existing work on technology and firm organization documents important complementarities

between worker skill and technology (e.g., Crespi et al., 2007; Bresnahan et al., 2002). Firms that use

technology to lower fragmentation costs may therefore also require high-skilled suppliers. By linking

the CMS data to the U.S. Customs Import Transaction Database, I assess this explanation using

a triple interaction between firm communication technology, industry CAD intensity, and country

human capital. This approach is similar to a triple difference estimator, and shows that the differ-

ential impact of networks by industry CAD is strongly increasing in country human capital. These

results are consistent with the premise that firm communication technology facilitates fragmentation

for offshoring to high human capital countries, but not for sourcing from low skill countries.5

The empirical analyses also assess the role of productivity, labor cost differences, and distance

to potential suppliers in firms’ fragmentation strategies. In line with heterogeneous firm models, the

probabilities of fragmentation and offshoring are both increasing in plant-level productivity. The data

are also consistent with labor cost savings being a motive for fragmentation, with plants in high-wage

locations being more likely to purchase CMS. Finally, the results extend existing evidence on the

importance of domestic distances in trade costs (Hillberry and Hummels, 2008; Holmes and Stevens,

2012). Both the plant-level fragmentation regressions and the firm-country level regressions show

that heterogeneity in firms’ distances to potential domestic and foreign suppliers affect their sourcing

decisions.

An important contribution of the paper is to consider the option of domestic fragmentation in firms’

foreign sourcing decisions. There has been considerable work on offshoring, but domestic sourcing is

not usually considered as an alternative. A notable exception is Kee and Tang (2016), who document

significant firm-level heterogeneity in the aggregate rise of the domestic value-added content of Chinese

processing firms. While those authors focus on the role of foreign direct investment and input tariffs in

5In section 5, I show that offshoring firms source a significant fraction of imports from low-income countries, where
average worker skill tends to be lower than average domestic skill.
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explaining domestic value-added, this paper assesses how technology affects both domestic and foreign

sourcing decisions.6 Although the results do support the premise that technology lowers coordination

costs across locations, it seems to do so relatively more for domestic, rather than foreign sourcing.

The paper also contributes to a growing body of empirical work on the relationship between foreign

trade and technology. A number of papers analyze how trade affects firms’ adoption of technology

(Melitz and Constantini, 2008; Lileeva and Trefler, 2010; Bustos, 2011; Boler et al., 2015; Bloom et al.,

2016). I do not model the decision to adopt technology, but instead employ a difference-in-difference

approach to assess the relationship between communication technology and firms’ decisions to fragment

production and offshore. Feinberg and Keane (2006) find that technology, measured as the residual

from a structural model, is an important factor in intra-firm trade by multinationals between the U.S.

and Canada. The analysis here uses a direct plant-level measure of communication technology, and

provides evidence on how it lowers the coordination costs associated with fragmentation. While this

channel is intuitive, I show that the effect of technology varies systematically across industries, and is

more important for offshoring to high, rather than low, human capital countries.7

Finally, the paper extends the literature on technology and the organization of the firm. Existing

work finds that technology may change optimal organizational practices within the firm (Brynjofsson

and Hitt, 2000), optimal firm boundaries (Baker and Hubbard, 2003, 2004; Acemoglu et al., 2010),

and the decentralization of control within a firm (Acemoglu et al., 2007; Bloom et al., 2011). I analyze

the decision to break apart the production process itself, which is often a prerequisite of outsourcing

or decentralization. This margin has received little attention in the literature, despite the fact that

ignoring first stage extensive margin decisions can lead to biased estimates of aggregate effects (e.g.

Helpman et al., 2008). The positive and significant interaction between firm technology and country

human capital is also consistent with complementarities between technology and skill documented in

Bresnahan et al. (2002), and with models that feature positive assortative matching in teams that form

across locations (Antràs et al., 2006, 2008; Grossman et al., forth; Sampson, 2014). Firms that leverage

6Fally (2012) uses input-output tables to measure domestic fragmentation over time, but the aggregate data tell us
little about individual firm decisions. Akerman and Py (2011) analyze how market size affects the trade-off between the
gains to specialization and contracting frictions for firms’ domestic outsourcing decisions.

7In this regard, the paper builds on evidence about the importance of comparative advantage– documented at the
industry product levels by Yeaple (2003) and Schott (2004) respectively– by showing how firm-level technology can
interact with country characteristics to shape trade patterns.
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technology to reduce fragmentation costs may not only hire higher skilled workers themselves, but also

require higher skilled suppliers. As a result, production fragmentation may be an additional channel

through which skill-biased technical change affects the relative demand for skilled versus unskilled

labor in both developed and developing countries.

The rest of the paper proceeds as follows. Section 2 describes the CMS data, presents three new

facts about customized fragmentation, and provides descriptive evidence on technology and fragmen-

tation. In Section 3, I discuss theoretical channels through which technology and fragmentation may

be related and describe the identification strategy. In section 4, I present estimates on the role of

communication technology and fragmentation, and in section 5 I show how this relationship depends

upon country human capital. The last section concludes.

2 Data description and stylized facts

In this section, I describe the new CMS data and explain the type of sourcing activities they cover. I

then provide three novel facts about domestic and foreign fragmentation, as well as new evidence on

the relationship between communication technology and fragmentation.

2.1 Data sources

The primary data used in this paper are compiled from three different sources. The fragmentation

and technology data are from the 2007 U.S. Census of Manufactures (CM), which is conducted in

years that end in 2 and 7. The CM covers the universe of manufacturing establishments, though the

fragmentation data are based on a new question that is available for a subset of plants that covers 75

percent of manufacturing sales. Details of the sample and corrections for possible sample selection are

in the data appendix.

The new fragmentation question asked, “Did this establishment purchase contract manufacturing

services from other companies or other establishments of your company to process materials or com-

ponents that this establishment owns or controls?” Establishments that answer yes are also asked

whether they primarily purchase these services domestically or abroad.8 Contract manufacturing

8The term “primarily” refers to the value of CMS purchases made by the establishment. An establishment denotes a
single physical location where business transactions take place and for which payroll and employment records are kept.
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services (CMS) is a term used by practitioners that covers input production or assembly that is

customized by the supplier to meet specifications provided by the fragmenting plant. The CM also

provides information on plants’ manufacturing sales, value-added, employees, and industry.

I match the CM data to the Business Register to identify plants’ latitude and longitude. Using a

firm identifier, I also aggregate the data to the firm level. While the fragmentation question design

means that a single plant can only source primarily domestically or primarily offshore, multi-unit firms

can potentially do both. Firms with at least one plant that purchases domestic CMS and at least

one plant that purchases foreign CMS are therefore classified as “Domestic and Offshore Purchases.”

Finally, I link the firm-level data to U.S. Customs import transactions to identify the values and source

countries of firms’ imports.9

In the descriptive evidence that follows, I relate fragmentation to a number of four-digit North

American Industrial Classification System (NAICS) industry and country characteristics. I measure

the extent to which an industry-level production process can be codified electronically as the share of

manufacturing plants in an industry that report using Computer-aided design (CAD) and computer-

aided manufacturing (CAM) software in the 1999 Computer Survey Network Use Supplement (CNUS)

of the Annual Survey of Manufactures (ASM). I also measure the industry share of differentiated inputs

from Nunn (2007), skill and capital intensity from the NBER productivity database, and routineness

from Costinot et al. (2011).10 Country human capital is defined as in Hall and Jones (1999), but based

on updated 2005 education data from Barro and Lee (2000).

2.2 Description of contract manufacturing services

It is important to be clear about what the CMS data do and do not cover. First, note that the question

explicitly asks about CMS purchases from other companies (i.e., outsourcing) as well as purchases

from other units within the same company. The data are therefore not limited to outsourcing, but

also include transactions within the boundary of the firm. The term “fragmentation of production”

The question as it appeared on the Census form is presented in the data appendix.
9The trade data are available by employer identification number (EIN), so is not possible to link the trade transactions

data to individual establishments for multi-unit firms. I use a firm identifier to aggregate EINs to the firm level.
10Skill intensity is the share of non-production workers to total workers. Capital intensity is the ratio of capital

expenditures to employees. Routineness is measured as 1 - (importance of thinking creatively). I thank Lindsay Oldenski
for sharing this measure.
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is useful since it describes the separation of production into parts that are performed in distinct

geographic locations, either domestically or offshore, as well as within or outside the firm.11

Second, the CMS data cover fragmentation of customized inputs for which the fragmenting estab-

lishment provides design and production criteria to its supplier. The analysis in this paper therefore

covers customized fragmentation of production, but does not include fragmentation of standardized,

off-the-shelf inputs. Since the former necessarily requires communicating specifications across loca-

tions, the data are uniquely suited to assess the role of communication technology in fragmentation.

This feature of the data also constitutes a significant improvement on many prior measures of off-

shoring. Existing work tends to rely on imported intermediates as a measure of foreign fragmentation.

However, intermediate trade measures are often based on input-output tables that are relatively coarse

and therefore unlikely to identify intermediate inputs exclusively or entirely. In addition, imported

intermediates are not a complete offshoring measure since they exclude any final goods that are assem-

bled overseas, while they may include imports of commodities or standardized inputs that are not part

of a manufacturer’s production process. The CMS data contain none of this ambiguity and clearly

reflect offshoring activity. To the extent that fragmentation of non-customized processes does not

require coordinating production across locations, the estimated effects of technology on fragmentation

based on these data likely represent an upper bound.

Third, the CMS data distinguish between domestic and foreign sourcing for the same type of

fragmentation. Specifically, the data include the possibility that plants do not purchase customized

inputs, which implies that the plant does not use customized inputs or produces them all on site. This

feature is important since it allows for a direct comparison between domestic and foreign sourcing that

is not contaminated by firms’ decisions about whether to break apart the production process itself.12

11The fact that two establishments are in the same firm does not preclude them from contracting with each other.
If firm boundaries were substitutes for contractual relationships, then the classic hold-up problem would be solved by
integration. However, principal agent problems exist within the boundary of the firm and optimal organization structures
are designed to address differences in individuals’ incentives that cannot be aligned due to contractual incompleteness
(e.g., as in Grossman and Hart, 1986) . A limitation of the data is that they do not distinguish between fragmentation
that takes place within or outside the firm so that it is not possible to investigate optimal firm boundaries.

12A potential issue is that the data do not provide the value of CMS purchases, and instead only ask whether purchases
were made primarily domestically or primarily offshore. I use the linked import data to assess this concern. While the
average firm with primarily domestic CMS purchases has total imports equal to just three percent of its sales, firms that
primarily offshore import an average of 20 percent of their sales. Since the import data are collected through an entirely
different venue (via Customs form declarations), this is reassuring evidence that the CMS data provide an accurate
depiction of firms’ sourcing strategies.
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2.3 Description of communication technology

The 2007 CM also has a direct measure of plants’ use of electronic networks to control or coordinate

their shipments. Electronic networks include the internet, electronic data interchange (EDI), e-mail,

extranet, or other online systems. While this is the only technology variable available in 2007, there

is a rich set of information on plants’ use of different technologies in the 1999 CNUS of the ASM.

The CNUS data show that a plant’s use of electronic networks to control or coordinate its shipments

is a good proxy measure for whether it has integrated electronic communication into its production

process. First, a plant’s use of networks to coordinate shipments involves more than just being online.

Approximately 87 percent of manufacturing plants in the 1999 ASM used an electronic network at

their plant, while only 31 percent and 33 percent of the ASM plants accepted or placed orders online

respectively. Second, over half of the manufacturing plants that used networks to coordinate shipments

in 1999 also used networks to make input purchases. Third, plants using networks to coordinate

shipments are twice as likely to provide information about their design specifications to external

suppliers.

I use the information on whether a plant used electronic networks to coordinate shipments, which

is available for all plants in the CMS sample, to construct an indicator equal to one for plant use of

communication technology. It is important to stress that this is not just a measure of whether the

plant had access to the internet. As described above, it is a suitable proxy for whether a plant has

integrated electronic communication into its production process.

2.4 Stylized facts about customized fragmentation

The most striking feature of the CMS data is that most plants do not fragment customized production

processes. Table 1 presents shares of plants, sales, and employment by CMS purchase status. The

first column shows that 27 percent of plants fragment primarily domestically, and only two percent

fragment primarily offshore.13 While the shares of sales and employment, reported in columns 2

13This finding is similar to evidence in Tomiura (2007) who finds that only five percent of Japanese manufacturing firms
offshore production. There is limited evidence on plants’ domestic fragmentation. Fally (2012) uses aggregate input-
output tables to calculate the average number of sequential stages of domestic production and finds low fragmentation
rates in the U.S., while Kohler and Smolka (2011) document that 90 percent of Spanish manufactures with 10+ employees
outsource domestically. The results here point to much lower rates of fragmentation of customized manufacturing inputs,
even on sales or employment-weighted basis.

9



and 3 are much higher, they still show that the majority of economic activity is in non-fragmenting

establishments. Plants that purchase CMS domestically employ 35 percent of workers and sell 39

percent of total sales. Offshoring plants account for four percent of employment and sales.

Table 1: Participation shares by contract manufacturing services purchase status

Plant Shares Firm Shares

Plants Sales Emp Firms Sales Emp

No Purchases 0.71 0.57 0.61 0.69 0.29 0.39
Domestic Purchases 0.27 0.39 0.35 0.28 0.46 0.41
Offshore Purchases 0.02 0.04 0.04 0.02 0.02 0.03
Domestic & Offshore na na na <0.01 0.23 0.17

Notes: Sales and employment shares weighted by the inverse probability of inclusion
in the CMS sample.

The right panel of Table 1 presents CMS participation shares at the firm level. First note that, as at

the plant level, the majority of firms do not purchase CMS. Only two percent of firms source offshore,

while 28 percent fragment domestically. In contrast, firms that purchase CMS account for 71 percent

of manufacturing sales and 61 percent of employment. These activity-weighted firm participation

shares show that firms engaged in production fragmentation matter in the aggregate.

The low fraction of plants purchasing CMS may be due to compositional differences in fragmenta-

tion strategies across industries. To assess how fragmentation varies across industries, I calculate the

fraction of plants that purchases CMS in each of the 86 four-digit NAICS manufacturing industries.

The average share of fragmenting plants per industry is 0.29 with a standard deviation of 0.12. In

addition, a large portion of plants does not purchase CMS in every industry. These findings lead to:

Fact 1: A significant fraction of plants does not fragment its production process for customized

inputs within every industry.

Figure 1a shows how the share of plants that purchase CMS in an industry relates to the share

that use electronic communication to control or coordinate shipments. The figure depicts a strong

positive correlation between industry fragmentation and technology shares. Motor vehicle manufac-

turing (3361) stands out as one of the industries with highest fraction of plants using communication

technology and fragmenting production, while cement and concrete product manufacturing has low

shares of both. Table A.2 in the online appendix also shows that the industry share of plants pur-
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chasing CMS is increasing in CAD intensity (CAD/CAM are the predominant tools used to translate

manufacturing designs and specifications into an electronic format), the share of differentiated inputs,

and skill intensity. In contrast, there is no relationship with industry capital intensity and a negative

relationship with routineness. These results are consistent with the fact that CMS purchases entail

customization by suppliers. The same basic patterns hold for offshoring shares, though the correla-

tions are smaller. Among plants that purchase CMS, the share that source primarily offshore tends

to be higher in more skill intensive industries and in industries with a higher fraction of differentiated

inputs.

Figure 1: Fragmentation and offshoring across industries and countries

(a) Industry fragmentation versus communication technology (b) Offshoring versus communication technology

Notes: Panel (a) plots industry shares of fragmentation against shares of plants that use electronic communica-
tion to control or coordinate shipments. 5 industries suppressed for disclosure avoidance. Panel (b) plots share
of offshoring firms that source from a country against the share of those firms that use electronic communication
to control or coordinate shipments. Figure includes only those countries with 75 or more offshoring firms that
source from them. Nine countries suppressed for disclosure avoidance.

I also assess the prevalence of domestic versus foreign CMS purchases within industries. Table 2

presents the industry distribution of the share of plants that purchase CMS domestically and offshore.

The first column shows that there are two industries in which no plants offshore production. In one of

these non-offshoring industries, 10-20 percent of the plants purchase CMS domestically, while in the

other industry 20-35 percent of plants do. In fact, all industries have a positive share of plants that

purchase domestic CMS– at least five percent of the plants in every industry fragment domestically.
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Examining the diagonal of Table 2, it is also evident that every industry has more plants that purchase

CMS domestically rather than offshore. This evidence is summarized by:

Fact 2: Domestic fragmentation is more prevalent than offshoring among plants within every

industry.

Table 2: Industry distribution of the share of establishments that purchase CMS

86 Manufacturing Industries (NAICS 4)

Offshore Purchases
Domestic Purchases (% of estabs in industry)

(% of estabs in industry) 0% 0-5% 5-10% 10-20% Total

5-10% 0 2 0 0 2
10-20% 1 22 2 0 25
20-35% 1 31 6 2 40
35-50% 0 13 4 1 18
50-60% 0 1 0 0 1

Total 2 69 12 3 86

Notes: Each cell represents the number of industries for which the fraction of
plants purchasing CMS domestically is indicated by the left column and the
fraction of plants purchasing CMS offshore is indicated by the top row. For
example, the 1 in the second row of column 1 indicates that 1 industry has 10-20
percent of plants that purchase CMS domestically and 0 percent that offshore.
Categories are defined such that LHS < %estabs ≤ RHS

The evidence presented thus far depicts considerable heterogeneity within industries in plants’

fragmentation and offshoring decisions. Table 3 documents how this variation is systematically related

to plant size and productivity. Columns 1 and 2 indicate that the average fragmenting plant is larger

and more productive than the average non-fragmenter. In addition, plants that fragment production

offshore are larger and more productive than domestic fragmenters. To assess whether these patterns

are due to compositional differences across industries, I calculate a relative measure xi,g/x̄g, where

x̄g is the mean of variable x for the six-digit NAICS industry g. Columns 4-6 show that the same

orderings hold within industries. Figure 2 depicts these patterns for firm sales, clearly showing that

domestic fragmenters are larger than non-fragmenters, and offshorers are the largest firms. Plants that

purchase CMS domestically are an average of 28 percent bigger in terms of sales than non-purchasers

in the same six-digit NAICS industry. Offshoring plants are even bigger, selling an average of more

than double the sales of non-fragmenting plants. These results lead to a third fact:

Fact 3: Plants that purchase CMS are larger and more productive than plants with no purchases.
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In addition, plants that primarily offshore are larger and more productive than those that purchase

CMS domestically.

Table 3: Plant means by contract manufacturing services purchase status

Raw Means Relative Ind. Means
Salesa Emp ln(VAP) Sales Emp ln(VAP)

No Purchases 19,487 51.3 4.51 0.87 0.91 -0.03
Domestic Purchases 37,077 79.8 4.63 1.28 1.20 0.07
Offshore Purchases 51,457 137 4.74 2.17 1.69 0.20

All Plants 24,686 60.4 4.55 1.00 1.00 0.00

Notes: Relative ind. are means of plant values divided by NAICS 6 industry mean for
sales and employment, and log differences for value-added labor productivity. All means
weighted by the inverse probability of inclusion in the CMS sample. a Sales in $000s.

Figure 2: Average plant sales by CMS puchase status, relative to industry mean
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Notes: Figure depicts the average ratio of a plant’s sales to mean sales in the plant’s industry.

I also examine the extent to which within-industry variation in fragmentation relates to hetero-

geneity in plant use of technology. To do so, I regress a fragmentation (or offshoring) indicator on an

industry-by-plant technology indicator. This yields an industry-specific estimate of the relationship be-

tween plant technology and fragmentation (or offshoring). Figure 3 plots these estimated industry-level

technology coefficients against CAD intensity and skill intensity. Each graph displays the smoothed

values with confidence bands of kernel-weighted local polynomial regressions of the industry-level esti-

mates on industry characteristics.14 The left panel of Figure 3a shows that the estimated relationship

14The standard errors for the confidence intervals in Figures 3 and 4 were calculated by taking a square root of the
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between technology and fragmentation is larger in more CAD-intensive industries. This is intuitive

since CAD software allows firms to use electronic networks to communicate about design and pro-

duction specifications. In contrast, the right panel shows that the probability that a fragmenting

plant using communication technology will offshore is decreasing in industry CAD. The bottom panel

depicts a non-monotonic relationship between the industry technology estimates for fragmentation

and skill intensity, and a strongly decreasing relationship for the probability of offshoring. Table A.2

in the online appendix presents additional results from regressing these industry-specific technology

estimates on these and other industry characteristics. Consistent with the patterns in Figure 3, the

fragmentation industry technology estimates are increasing in CAD intensity, while the technology

estimates of offshoring, conditional on fragmentation are decreasing in skill intensity.

Although the CMS data do not identify foreign sourcing locations, I use the linked import data to

provide richer details on how country characteristics may relate to technology and offshoring. Figure

1b plots the share of offshoring firms that source from a particular country against the share of

those firms that use communication technology to control or coordinate shipments. The most popular

sourcing country is China, with almost 80 percent of firms that purchase CMS offshore importing from

China. Canada, Taiwan, and Germany are also important sourcing locations, with 40 to 60 percent of

offshorers importing from each of them. The figure depicts a negative relationship between offshoring

and technology shares, but this pattern is largely driven by firm size. Only the biggest firms select

into the less popular locations, and these large firms also tend to use communication technology.15

The results in Figure 3 show that communication technology has a stronger relationship with

offshoring in lower skill industries. Since industry skill requirements may also interact with supplier

skill levels, I assess whether the relationship between technology and offshoring depends on country

human capital. To do so, I regress an indicator equal to one if an offshoring firm sources from a

particular country on industry-by-technology-by-country human capital tercile indicators, with mid-

dle skill countries as the omitted category. The industry-by-technology estimates are decreasing in

estimate of the conditional variance of the local polynomial estimator at each grid point. The conditional variance was
estimated by: a) fitting a polynomial of a higher order locally by using a value of 1.5 × the original bandwidth estimate;
and b) estimating the residual variance σ2(x0) at each grid point, each of which were computed using the normalized
weighted residual sum of squares from a local polynomial fit of a higher order. See StataCorp (2015) (pp. 1318-1321)
for additional details on lpoly.

15In an undisclosed analysis, I find that the negative relationship depicted in Figure 1b is absent when controlling for
firm sales.
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industry skill intensity for sourcing from low human capital countries. In contrast, the estimates

are positively correlated with industry skill and CAD intensity for sourcing from high human capi-

tal countries. Figure 4 plots these estimates, which are suggestive of an important role for supplier

skill in how firm-level communication technology affects sourcing decisions. Table A.2 in the online

appendix presents results from regressing the estimates ex-post on industry characteristics. The table

corroborates the message from Figure 4, and also shows that the industry-by-technology offshoring

estimates for low human capital countries are decreasing in industry capital intensity but increasing

in routineness. In contrast, the estimates for high human capital countries are increasing in capital

intensity but decreasing in routineness.

The facts presented in this section highlight the importance of the extensive margin in plants’ and

firms’ sourcing decisions. A large fraction of U.S. manufacturers do not fragment customized inputs. In

addition, the majority of plants that do fragment production primarily source from domestic locations.

The data also show considerable variation in manufacturers’ sourcing decisions that is related to their

use of communication technology in production. The empirical analysis will exploit this heterogeneity

to explore the relationship more fully.
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Figure 3: Industry-level estimates of the relationship between plant technology and the probability of
fragmentation and offshoring regressed on industry characteristics
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(b) Skill Intensity
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Notes: Figures display the smoothed values with confidence bands of kernel-weighted local polynomial regres-
sions of industry-level estimates of the relationship between plant communication technology and fragmentation
(or offshoring) on industry characteristics. Figures on the left correspond to estimated coefficients from regress-
ing an indicator for fragmentation on an industry-specific plant communication technology indicator. Figures
on the right correspond to estimated coefficients from regressing an indicator for offshoring, conditional on
fragmentation on an industry-specific plant communication technology indicator.
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Figure 4: Industry-level estimates of the relationship between firm technology and the probability of
offshoring from low and high human capital countries regressed on industry characteristics

(a) CAD Intensity

(b) Skill Intensity

Notes: Figures display the smoothed values with confidence bands of kernel-weighted local polynomial regres-
sions of industry-level estimates of the relationship between firm communication technology and offshoring from
low and high human capital countries on industry characteristics. The estimated coefficients are from regressing
an indicator for offshoring from a particular country on an industry-by-country-human-capital-tercile-specific
firm communication technology indicator. Figures on the left plot the estimated relationship between firm com-
munication technology and the probability of offshoring for low human capital countries. Figures on the right
plot the estimated coefficients on the relationship between firm communication technology and the probability
of offshoring for high human capital countries.
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3 Theoretical motivation and empirical approaches

In this section I present the potential theoretical channels through which technology may be related to

fragmentation and offshoring. These channels motivate the three distinct empirical approaches that I

implement.

3.1 Theoretical channels that relate technology and fragmentation

The main contribution of this paper is to document a role for communication technology in facilitating

production fragmentation and offshoring. Before discussing the empirical strategy, it is helpful to

review three potential theoretical mechanisms that might drive the relationship between technology

and fragmentation.

First, technology may lower fragmentation costs. When different parts of the production process

are performed in separate, distinct locations, firms need to coordinate across these locations. This

coordination requires costly communication between suppliers and producers. Communication tech-

nology may lower the costs of coordinating and communicating across distances, thereby facilitating

firms’ ability to fragment production. This is the driving mechanism in a number of important models

about offshoring (e.g., Grossman and Rossi-Hansberg, 2008; Antràs et al., 2008). While the focus of

these models is on fragmentation across international borders, presumably the same coordination costs

would affect domestic fragmentation. One might expect a disproportionate impact of technology on

foreign vs. domestic sourcing– for example if coordination costs are increasing in distance– but that

is ultimately an empirical question.16

A second theoretical channel that could give rise to a correlation between technology and fragmen-

tation is based on the endogenous technology adoption models as in Melitz and Constantini (2008),

Lileeva and Trefler (2010), Bustos (2011), and Boler et al. (2015). In these models, a trade shock

may allow some firms to exploit new trade opportunities, leading to firm growth. Since technology

adoption requires a fixed cost payment, the trade-induced firm growth makes it more likely that those

firms will incur the fixed costs of technology adoption. Alternatively, a trade shock may induce some

firms to upgrade their technology so that they grow enough to pay the fixed cost to trade. In both

16The online appendix presents an extension of the Melitz model that incorporates Grossman and Rossi-Hanbsberg
type fragmentation costs with domestic or foreign sourcing.
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cases, trade and technology are complementary activities because they both lead firms to grow and

entail fixed costs. In these frameworks, firm-level fragmentation and technology could be correlated

not because technology lowers fragmentation costs, but because of common firm scale effects.

Finally, technology and fragmentation may be correlated due to a third factor, such as productivity

or management ability. Better managers may be more adept at exploiting fragmentation opportunities

and at adopting new technologies. If these factors are not controlled for in the analysis, then an

observed correlation between technology and fragmentation may be spurious.

3.2 Baseline approach

I first estimate the relationship between fragmentation and technology controlling for additional fac-

tors, such as productivity, labor costs, and distance, that are likely to affect firms’ sourcing decisions.

I also estimate a specification with detailed geographical fixed effects to control for all regional unob-

servables. Specifically, I estimate:

Pr(yi,j,h = 1|Xi,j,h) = βJ + βTTechi + βwwageh +
∑

βDDisti +
∑

βPProdi, (3.1)

where yi,j,h equals one if plant i in industry j and home state h purchases CMS. Techi is a plant-level

measure of communication technology. wageh is the producer’s home state wage, Disti is a set of

distance measures from plant i to ports and borders, and Prodi denotes plant productivity terciles.17

I measure productivity in terciles since the heterogeneous firm literature emphasizes the importance of

productivity thresholds in trade and sourcing decisions. I include a full set of six-digit NAICS industry

dummies as controls. Note that this approach is only cross-sectional, with no variation over time.

I also estimate a variant of equation (3.1) on the subset of plants that purchase CMS where yi,j,h

equals one if plant i in industry j and home state h purchases CMS offshore. This approach estimates

the role of technology and other variables in a fragmenting plant’s decision to source domestically

or offshore. By focusing only on those plants that are fragmenting production, the analysis avoids

confounding factors that influence a plant’s decision to break up its production process across space

with the decision on whether to source production offshore.

17These productivity terciles are not calculated within industries. In all specifications with industry fixed effects, the
results using within industry productivity terciles are comparable.
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One potential concern with estimating equation (3.1) is that more productive plants may reside

in the most productive states. To address the potential for unobservable regional characteristics to

bias the estimates, I add fixed effects for each of the Bureau of Economic Analysis (BEA) economic

areas to equation (3.1). There are 179 of these economic areas which are based on the relevant

regional markets surrounding metropolitan and micropolitan statistical areas. Although these fixed

effects preclude a meaningful assessment of the role of labor costs and distance, they ensure that the

estimated relationship between fragmentation and technology is not biased by regional variation.

As discussed above, another potential concern with estimating equation (3.1) is that a shock to

fragmentation may induce firms to upgrade their technology so that they can exploit the new sourcing

opportunities. If new technology only affects fragmentation decisions through its impact on firm size,

then βT , the estimated coefficient on technology, will not necessarily reflect a cost-lowering effect. I

therefore perform a robustness test in which I control for plant size using a continuous rather than

discrete productivity measure. I also control for plant size using sales rather than productivity to

minimize the possibility that βT simply reflects the scale effect predicted by endogenous technology

adoption models.

3.3 Difference-in-difference approach

Estimating equation (3.1) via OLS to identify the role of communication technology on fragmentation

and offshoring still raises two major concerns. First, there is the potential for reverse causality between

a plant’s fragmentation status and its use of communication technology in production. If communica-

tion technology lowers fragmentation costs, then a shock to fragmentation may induce firms to adopt

new technologies that facilitate fragmentation. This type of simultaneity would lead to an upward

bias on βT , the estimated effect of communication technology. Second, as noted above, plant use of

communication technology may be correlated with unobservable plant characteristics that could lead

to a spurious correlation between technology and fragmentation. Although I control for productivity

and size in the analysis, these variables may not fully capture heterogeneity in other factors such as

managerial ability.

In light of these challenges, I focus on identifying a specific channel through which a plant’s

communication technology may affect its sourcing decisions. Conversations with suppliers at CMS
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trade shows indicated that the ability to communicate electronically has lowered fragmentation costs

more in industries in which production specifications are readily codified in an electronic format.

Specifically, practitioners in industries that use Computer-aided design (CAD) and Computer Aided

Manufacturing (CAM) software intensively described significant fragmentation cost savings from the

ability to communicate electronically. For example, a gasket producer described costs that fell from

“hundreds of dollars to cents” when CAD files that could be plugged into CAM programs replaced

conventional drawings, sent via fax, that required additional verbal communication to interpret. In

contrast, producers in industries in which the production process is not compatible with CAD/CAM

software did not experience these savings.18 They have also switched from fax to email, or even

to online systems for order placements, but how they communicate design specifications and the

production process itself still represents a significant fragmentation cost.

Estimating a differential impact of electronic networks that varies systematically with industry-

level electronic codifiability provides evidence that technology lowers fragmentation costs by facilitating

communication about design specifications. This approach is similar to the identification strategy in

Rajan and Zingales (1998), who assess the effect of financial development on country growth by

estimating a differential impact of financial development that is increasing in an industry’s reliance

on external financing.19 Specifically, I exploit the plant and industry-level variation in the data to

estimate

Pr(yi,j,h = 1|Xi,j,h) = βJ + βTTechi + βT×CADTechi × CADj + (3.2)

βwwageh +
∑

βDDisti +
∑

βPProdi,

where βT×CAD is the coefficient on the interaction between plant i’s use of networks and industry j’s

CAD/CAM intensity. Note that I do not include industry CAD directly since it is subsumed by the

industry fixed effects. This is comparable to a difference-in-difference approach, where industry codi-

18For example, a spring manufacturer explained that he could not use CAM software because his industry requires
continuous process manufacturing, which is a production technique that cannot be implemented via CAD/CAM. These
conversations took place at the Mid-Atlantic Design-2-Part Show in Phoenixville, PA on April 14, 2011.

19One important distinction between this approach and Rajan and Zingales (1998) is that those authors exploit
variation across countries and industries, while in this context every plant belongs to just one industry. Nevertheless,
the same logic should apply here. If technology lowers the costs of communicating specifications to suppliers, we would
expect to a see larger effect in more CAD-intensive industries.
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fiability represents a continuous treatment variable. The coefficient βT×CAD shows how technology’s

impact depends on the extent to which industry-level production specifications can be transmitted

electronically.

It is important to be clear about what this approach can and cannot identify. Since it does

not exploit an exogenous shock to communication technology and is based solely on cross-sectional

evidence, it does not allow me to quantify the extent to which technology has increased fragmentation

over time or across plants. Despite this limitation, the approach sheds light on whether communication

technology lowers fragmentation costs. Even if the reverse causality story is at play so that firms are

responding to a fragmentation shock by adopting technology, we would only expect βT×CAD to be

positive and significant if they expect greater cost savings in high CAD industries (i.e., those industries

in which the production process can be transmitted electronically). In contrast, it is unlikely that a

fragmentation shock would have had a bigger effect on firm size in the CAD-intensive industries (the

scale effect described above), or that firms in CAD-intensive industries have better management ability

(or other omitted variable that could drive a spurious correlation).

3.4 First difference approach

Finally, I exploit time series variation available for a subset of plants to control for all plant-level

unobservables that are constant over time. The CMS data are only available in 2007, but similar

fragmentation data are available for a subset of firms in 2002. In particular, the 2002 CM asked

establishments whether they contracted with another firm for their production.20 This information

makes it feasible to construct a panel of CMS purchases for single unit firms. Because the 2002 question

does not distinguish between domestic and foreign sourcing, I cannot use it to assess how technology

affects offshoring.

I use the panel data to estimate the probability that plant i in industry j and year t purchases

CMS via

Pr(yijt = 1|Xijt) = βI + βTTechit + βPProdit + βt, (3.3)

20The exact question as it appeared on the Census form is presented in the appendix.
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where the βI are coefficients on plant fixed effects. βt is the coefficient on an indicator for year,

where 2002 is the omitted category. With two time periods and plant fixed effects, this approach is

identical to a first difference estimation and controls for all unobserved plant-level hetereogeneity that

is constant over time. I also assess the interaction between plant technology and industry CAD/CAM

intensity in the panel and estimate

Pr(yijt = 1|Xijt) = βI + βTTechit + βT×CADTechit × CADj + βPProdit + βt. (3.4)

Note that in this specification, plant use of technology is time-varying, but industry CAD/CAM

intensity is not.21

3.5 Additional variables

I measure variation in industry electronic codifiability as the share of plants in a six-digit NAICS in-

dustry that used CAD and CAM software in 1999, calculated from the CNUS data. Industry variation

in the level of CAM intensity is largely driven by inherent differences in the industry-level produc-

tion process, some of which are amenable to being codified electronically (e.g., car parts) and some

which are not (e.g., continuous form manufacturing). While CAD can be used widely, it is more

prevalent in industries with complicated design and production processes that therefore benefit more

from electronic codification. CAD intensity ranges from almost zero to one, with a mean of 0.44 and

standard deviation of 0.25. The least CAD/CAM intensive industries are food manufacturing and

textiles, while automotive, aerospace, and machinery manufacturing are all high CAD/CAM. Con-

sistent with the premise that it facilitates communication about design specifications, the correlation

coefficient between CAD intensity and the fraction of plants in an industry using electronic networks

to share product designs with suppliers is 0.5. Additional details on the CAD measure are in the

online appendix.

A plant’s potential to save on labor costs is measured by state-industry level U.S. wages constructed

21It would be ideal to have time-series variation in CAD driven by exogenous changes in industry-level production
processes. This would provide more power to identify an effect, and could provide causal evidence of technology changes
on fragmentation changes. Unfortunately, I could not find such an exogenous shock, and the Census only asked about
CAD/CAM use in the 1999 CNUS. The current approach therefore provides evidence that technology adoption is related
to changes in fragmentation, but does not necessarily imply that changes in technology caused changes in fragmentation.
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from the Bureau of Labor Statistics’ Occupation Employment Statistics (OES). To minimize any

potential bias arising from the relationship between wages and skill, the wage measure is based solely

on production worker occupations, and the weights of these occupations for a given industry are

national averages and therefore fixed across states. As a result, the variation in wages across states is

driven by differences in states’ wages for six-digit occupations, and not by compositional differences

in the concentrations of occupations across states.22 Averaged over industry, the mean state wage is

$14.58, with a standard deviation of $1.08.

Disti is a vector of distances between plant i and potential domestic and foreign sourcing locations.

Proximity to domestic suppliers is the distance between a plant and the closest manufacturing service

provider (MSP). I identify MSPs as all manufacturing establishments in the 2007 CM that specify their

primary activity as “Providing contract manufacturing services to others.”23 Fragmenting plants are

an average of 1.6 miles away from an MSP compared to 2.2 miles for plants with no CMS purchases.

Distances to potential foreign sourcing locations are measured as the distance to the closest deep water

port, the closest border crossing with Canada, and the closest crossing with Mexico. On average, plants

that purchase CMS offshore are 50 miles closer to a deep water port and 80 miles closer to a Mexican

border crossing relative to plants that purchase CMS domestically. To allow for the importance of

highly localized shipments documented in Hillberry and Hummels (2008), I use discrete bins for these

distances in the empirical specification.

I construct productivity terciles using the log of plants’ value-added labor productivity. I use

terciles to allow for the non-linearities predicted by heterogeneous firms models, where firms face a

productivity threshold above which profits from fragmentation exceed profits from integrated pro-

duction. I also use a continuous measure of the log of plants’ value-added labor productivity in a

robustness test.

Communication technology is an indicator for whether a plant used electronic networks to control

or coordinate shipments. As explained in section 2, this variable is a valid proxy for whether a plant

has integrated electronic communication in its production process.

22Skill differences across occupations are a bigger problem than differences within occupations. Handwerker and
Spletzer (2010) find that the majority of wage differences within plants are driven by differences across occupations.

23The 2007 CM asked all plants in the CMS sample to identify their primary activity from four choices. “Providing
contract manufacturing services to others” is one of the four options.
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4 Results on fragmentation and offshoring

This section presents results from estimating the relationship between technology and fragmentation

via OLS. In the appendix I show that the main estimates are robust in an instrumental variable

approach and when estimated via nested logit.

4.1 Main results

Table 4 presents results from estimating equations (3.1) and (3.3). The left panel provides estimates

for the probability of fragmentation and the right panel corresponds to the probability of offshoring,

conditional on fragmentation. The first column in each panel depicts a large and statistically significant

relationship between a plant’s use of electronic networks to coordinate shipments and its decision to

fragment production and offshore. Plants using networks are 9.7 percentage points more likely to

fragment production. Of the plants that fragment production, the probability of offshoring is 2.3

points higher for plants using electronic networks. The second column in each panel adds fixed effects

for the 179 BEA economic areas. In both cases, the estimated coefficient on plant technology is

virtually unchanged.

The last column in each panel of Table 4 presents estimates in which a plant’s use of networks

is interacted with its industry CAD/CAM intensity. In column 3, the estimated interaction effect is

positive and significant, indicating a differential impact across industries. Relative to plants that do

not use electronic networks, plants that use networks in “other apparel” manufacturing (CAD intensity

of 4 percent) are only 7.5 percentage points more likely to fragment, while plants using networks in

the “semiconductor machinery” manufacturing (CAD intensity of 98 percent) are over 13 points more

likely to fragment. The differential impact of electronic networks between these two industries is thus

about 5.7 percentage points, about 20 percent of the average share of fragmentation. These results

point to an economically important role for integrating electronic communication into the production

process as a means to lower the costs of communicating design and production specifications across

locations.

While the probability of fragmentation is increasing in industry CAD intensity, the conditional

probability of offshoring is not. The last column of Table 4 shows that the coefficient on the interaction
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Table 4: OLS estimates of the probability of fragmentation and offshoring

Dependent variable is an indicator equal to one if plant i:

Fragments Production Offshores | Fragmentation

1 2 3 4 5 6

Elec. networksi 0.097*** 0.096*** 0.072*** 0.023*** 0.024*** 0.035***
(0.004) (0.004) (0.009) (0.004) (0.004) (0.013)

×ln(CADj) 0.060*** -0.026
(0.019) (0.022)

ln(wageh) 0.188*** 0.052 0.053 -0.093*** -0.089* -0.089*
(0.028) (0.058) (0.057) (0.026) (0.049) (0.049)

ln(V AProdi) Q2 0.044*** 0.043*** 0.043*** 0.007** 0.007** 0.007**
(0.005) (0.005) (0.005) (0.004) (0.004) (0.004)

Q3 0.077*** 0.076*** 0.077*** 0.028*** 0.028*** 0.028***
(0.006) (0.006) (0.006) (0.005) (0.005) (0.005)

MSP 5-20 miles away -0.020*** -0.016*** -0.016*** 0.005 0.004 0.004
(0.005) (0.005) (0.005) (0.006) (0.006) (0.006)

20+ miles away -0.016 -0.009 -0.009 0.000 0.001 0.001
(0.011) (0.011) (0.011) (0.016) (0.016) (0.016)

Port 51-200 miles -0.017*** -0.023*** -0.023*** -0.006 -0.011 -0.011
(0.004) (0.006) (0.006) (0.005) (0.008) (0.008)

200+ miles away 0.001 -0.023** -0.023** -0.016*** -0.011 -0.011
(0.005) (0.011) (0.011) (0.004) (0.013) (0.013)

50+ miles to Mexico -0.016 0.004 0.003 -0.096*** -0.036 -0.036
(0.012) (0.029) (0.029) (0.018) (0.053) (0.053)

50+ miles to Canada -0.010 -0.024* -0.025* -0.011* -0.016 -0.016
(0.008) (0.014) (0.014) (0.006) (0.013) (0.013)

NAICS 6 Fixed Effects yes yes yes yes yes yes
Regional Fixed Effects no yes yes no yes yes
Adj. R2 0.09 0.09 0.09 0.08 0.09 0.09
N 105,500 105,500 105,500 30,700 30,700 30,700

Notes: The left panel corresponds to estimates of the probability that plant purchases CMS. The right panel
corresponds to estimates of the probability that a plant purchasing CMS does so from foreign suppliers. CAD
is the CAD/CAM intensity in a plant’s industry. MSP denotes manufacturing service provider. Standard
errors clustered by industry. *, **, *** denote 10%, 5% and 1% significance respectively. N rounded for
disclosure avoidance.

term is negative (though not significant). Plant use of networks is associated with a higher probability

that a fragmenting plant will source offshore, but the effect is stronger and statistically significant

only for plants in low CAD industries, and weaker (or zero) for those in the highest CAD industries.

Figure A.1 in the online appendix plots the full effect of electronic networks on the probabilities

of fragmentation and offshoring evaluated at different levels of CAD intensity. Since CAD/CAM
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is a primary means by which firms can exploit electronic networks to communicate about design

specifications, this result suggests that technology’s ability to lower coordination costs is larger for

domestic sourcing relative to offshoring.24

The results also point to an important role for productivity, distance, and local labor costs in a

firm’s fragmentation decision. Column 1 of Table 4 shows that plants in the second productivity tercile

are 4.4 percentage points more likely to fragment than the least productive plants, and those in the

top tercile are 7.7 points more likely to fragment. The estimated coefficients are significant at the one

percent level with a statistically significant difference between them. The right panel of Table 4 shows

that, of the plants that fragment production, those in the top productivity tercile are 2.8 points more

likely to source offshore. These results are consistent with predictions from a heterogeneous firms

model with fixed costs to fragment production that are higher for foreign sourcing.

The OLS estimated coefficient on the state wage reported in column 1 of Table 4 is 0.188 and

significant at the one percent level. Its magnitude implies that a plant in Washington state is 4.8

percentage points more likely to fragment production than an otherwise identical plant in Mississippi,

where average production worker wages are almost 30 percent lower. The right panel of Table 4 shows

that a plant fragmenting production in Mississippi is 2.4 points more likely to source offshore than

a comparable fragmenting plant in Washington. More generally, the likelihood of foreign sourcing–

conditional on fragmentation–is decreasing in the local wage. This result may reflect the fact that

firms in low wage states must source offshore to lower their labor costs: a plant in Mississippi cannot

lower its wage rate by fragmenting in the U.S.25

Table 4 also documents an important role for distance in plants’ sourcing strategies. Relative to

plants that have a manufacturing service provider (MSP) within a five mile radius, plants that are

5-20 miles away from the closest MSP are 2.0 percentage points less likely to fragment production.

24This result also supports the premise that the differential impact of plant technology across industries is not driven
by a spurious correlation with a plant’s manager’s ability. If industry CAD/CAM were systematically related to better
managers, one would expect that the relationship between offshoring and technology would also be increasing in industry
CAD, since offshoreres tend to be the largest and most productive establishments.

25Recall that the specification for the probability of offshoring is conditional on fragmentation. In an unconditional
regression of the probability of offshoring, the estimated wage coefficient is small and statistically insignificant. These
estimates (available upon request) are consistent with the option to fragment domestically being an important factor in
firms’ decisions to offshore. Under the cost assumptions presented in the model in the online appendix, the local wage
should not affect the offshoring decision, instead the relevant comparison is of the wage in the optimal domestic sourcing
location relative to the foreign wage.
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The probability that a fragmenting plant will source offshore is unrelated to its distance from an MSP,

but plants that do fragment are 1.6 points less likely to offshore if they are over 200 miles from a port.

Proximity to Mexico is also related to offshoring decisions. Plants that purchase CMS are 9.6 points

less likely to source from a foreign location if they are more than 50 miles away from a Mexican border

crossing.

4.2 Robustness

The positive and significant interaction between plant technology and industry CAD intensity sup-

ports the premise that technology lowers the costs associated with communicating about design and

product specifications. However, one might still worry that plant scale is an important determinant

of both a plant’s technology and sourcing decisions. To address this concern, Table 5 presents results

from estimating equation (3.1) with a continuous measure of productivity (columns 1 and 4) and with

the log of sales (columns 2 and 5). Both variables have a positive and significant relationship with

fragmentation and offshoring that is similar to the relationship depicted by the productivity terciles.

Most importantly, the estimated coefficient on communication technology remains positive and signif-

icant. The magnitude decreases most when using sales, but still implies that plants using networks

are 8.0 points more likely to purchase CMS, and conditional on fragmenting, 1.7 points more likely to

offshore.

28



T
ab

le
5:

R
ob

u
st

n
es

s
es

ti
m

at
es

of
th

e
p

ro
b

ab
il

it
y

of
fr

ag
m

en
ta

ti
on

an
d

off
sh

or
in

g

D
ep

en
d
en

t
va

ri
ab

le
is

an
in

d
ic

at
or

eq
u
a
l

to
on

e
if

p
la

n
t
i:

F
ra

gm
en

ts
P

ro
d
u
ct

io
n

O
ff

sh
o
re

s
|F

ra
g
m

en
ta

ti
o
n

1
2

3
4

5
6

7
8

E
le
c.
n
et
w
or
k
s i

0.
09

6*
**

0.
0
80

*
**

0
.0

9
3*

*
*

0
.0

5
4*

*
*

0.
02

3
**

*
0.

01
7
*
*
*

0
.0

2
4
*
*
*

0
.0

2
7
*
*

(0
.0

04
)

(0
.0

04
)

(0
.0

0
4)

(0
.0

0
9)

(0
.0

04
)

(0
.0

0
4
)

(0
.0

0
4
)

(0
.0

1
2
)

×
ln

(C
A
D
j
)

0
.0

64
**

*
-0

.0
2
2

(0
.0

18
)

(0
.0

2
1
)

ln
(w
a
g
e h

)
0.

04
7

0
.0

2
9

0.
05

3
0
.0

29
-0

.0
92

*
-0

.1
14

*
*

-0
.0

9
1
*

-0
.1

1
4
*
*

(0
.0

59
)

(0
.0

59
)

(0
.0

5
8)

(0
.0

5
8)

(0
.0

49
)

(0
.0

4
9
)

(0
.0

4
8
)

(0
.0

4
9
)

ln
(V
A
P
ro
d
i)

0.
03

8*
**

0.
01

5*
**

(0
.0

03
)

(0
.0

03
)

ln
(S
a
le
s i

)
0.

03
6
**

*
0.

0
36

*
**

0.
0
17

*
*
*

0
.0

1
7
*
*
*

(0
.0

0
2)

(0
.0

0
2)

(0
.0

0
2
)

(0
.0

0
2
)

ln
(V
A
P
ro
d
i)

Q
2

0
.0

4
3*

*
*

0
.0

0
7
*
*

(0
.0

05
)

(0
.0

0
4
)

Q
3

0
.0

7
7*

*
*

0
.0

2
7
*
*
*

(0
.0

06
)

(0
.0

0
5
)

M
S
P

5-
20

m
il
es

aw
ay

-0
.0

16
**

*
-0

.0
13

*
*

-0
.0

1
6*

*
*

-0
.0

1
3*

*
0
.0

0
5

0
.0

0
6

0
.0

0
4

0
.0

0
6

(0
.0

05
)

(0
.0

05
)

(0
.0

0
5)

(0
.0

05
)

(0
.0

06
)

(0
.0

0
6
)

(0
.0

0
6
)

(0
.0

0
6
)

20
+

m
il
es

aw
ay

-0
.0

08
-0

.0
04

-0
.0

08
-0

.0
04

0
.0

0
1

0
.0

0
4

0
.0

0
1

0
.0

0
4

(0
.0

11
)

(0
.0

11
)

(0
.0

1
1)

(0
.0

11
)

(0
.0

16
)

(0
.0

1
6
)

(0
.0

1
6
)

(0
.0

1
6
)

P
or

t
51

-2
00

m
il
es

-0
.0

23
**

*
-0

.0
26

*
**

-0
.0

23
*
**

-0
.0

25
*
**

-0
.0

10
-0

.0
1
3

-0
.0

1
1

-0
.0

1
3

(0
.0

06
)

(0
.0

06
)

(0
.0

0
6)

(0
.0

06
)

(0
.0

08
)

(0
.0

0
8
)

(0
.0

0
8
)

(0
.0

0
8
)

20
0+

m
il
es

aw
ay

-0
.0

22
**

-0
.0

24
*
*

-0
.0

22
*
*

-0
.0

2
4*

*
-0

.0
11

-0
.0

1
3

-0
.0

1
2

-0
.0

1
3

(0
.0

10
)

(0
.0

10
)

(0
.0

1
0)

(0
.0

10
)

(0
.0

13
)

(0
.0

1
3
)

(0
.0

1
3
)

(0
.0

1
3
)

50
+

m
il
es

to
M

ex
ic

o
0.

00
6

-0
.0

06
0
.0

0
5

-0
.0

0
6

-0
.0

3
4

-0
.0

3
5

-0
.0

3
6

-0
.0

3
6

(0
.0

29
)

(0
.0

29
)

(0
.0

2
9)

(0
.0

29
)

(0
.0

52
)

(0
.0

5
2
)

(0
.0

5
2
)

(0
.0

5
2
)

50
+

m
il
es

to
C

an
ad

a
-0

.0
25

*
-0

.0
24

*
-0

.0
24

*
-0

.0
25

*
-0

.0
18

-0
.0

1
9

-0
.0

1
7

-0
.0

1
9

(0
.0

14
)

(0
.0

14
)

(0
.0

1
4)

(0
.0

14
)

(0
.0

13
)

(0
.0

1
3
)

(0
.0

1
3
)

(0
.0

1
3
)

ln
(n
u
m
p
ro
d
s i

)
0.

0
24

*
**

-0
.0

0
1

(0
.0

03
)

(0
.0

0
2
)

N
A

IC
S

6
F

ix
ed

E
ff

ec
ts

ye
s

y
es

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

R
eg

io
n
al

F
ix

ed
E

ff
ec

ts
ye

s
ye

s
ye

s
ye

s
ye

s
ye

s
ye

s
y
es

A
d
j.

R
2

0.
09

0
.1

0
0.

09
0.

10
0.

0
9

0
.0

9
0
.0

9
0
.0

9
N

10
5,

50
0

1
05

,5
00

10
5,

3
00

1
05

,5
00

30
,7

0
0

30
,7

0
0

3
0
,7

0
0

3
0
,7

0
0

N
o
te
s:

C
A

D
is

th
e

C
A

D
/
C

A
M

in
te

n
si

ty
in

a
p

la
n
t’

s
in

d
u

st
ry

.
M

S
P

d
en

o
te

s
m

a
n
u

fa
ct

u
ri

n
g

se
rv

ic
e

p
ro

v
id

er
.
n
u
m
p
ro
d
s

is
th

e
n
u

m
b

er
o
f

p
ro

d
u

ct
s

p
ro

d
u

ce
d

b
y

a
p

la
n
t.

S
ta

n
d

a
rd

er
ro

rs
cl

u
st

er
ed

b
y

in
d

u
st

ry
.

*
,

*
*
,

*
*
*

d
en

o
te

1
0
%

,
5
%

a
n

d
1
%

si
g
n

ifi
ca

n
ce

re
sp

ec
ti

v
el

y.
N

ro
u

n
d

ed
fo

r
d

is
cl

o
su

re
av

o
id

a
n

ce
.

29



Another potential concern is that larger plants may be more likely to fragment production and

offshore simply because they sell more distinct products and therefore require more inputs. Columns

3 and 6 in Table 5 show that the estimated coefficients on electronic networks are virtually unchanged

when controlling for the log of the number of products sold by an establishment. In column 3, the

estimated coefficient on the number of products implies that a plant with twice as many products

is 2.4 points more likely to purchase CMS, while the coefficient in column 7 suggests no relationship

between the number of products produced and the likelihood of purchasing CMS offshore.

All the results presented thus far are based on OLS estimates. Since the CMS data are discrete, a

non-linear probability model may be more appropriate. In the appendix, I show that the main results

are robust in a nested logit specification in which firms decide between fragmentation or not in the

top tier, and then between domestic or foreign sourcing in the second tier. Figure A.1 in the appendix

depicts the nesting structure. Plants using networks are 10 percentage points more likely to fragment

production. Figure A.2 plots the average marginal effects of network use by industry CAD intensity.

Panel (b) shows that the estimated effect of domestic fragmentation is increasing in industry CAD

intensity. In contrast, panel (d) shows that the effect on offshoring conditional on fragmentation is

decreasing in industry CAD. These results are both consistent with the OLS estimates.

The appendix also presents results from instrumenting for a plant’s use of technology in 2007 using

its technology in 2002. An IV approach is useful both for addressing the possibility of reverse causality,

and for mitigating potential measurement error attenuation bias from using a proxy variable for plant

communication technology. I implement the IV using each plant’s 2002 use of electronic networks

and productivity as instruments. Table A.4 presents the IV estimates, which are larger than the

OLS results and still statistically significant. Most importantly, the “Adopters” column in each panel

shows that the IV estimates are robust when the sample is limited to the subset of plants that did not

fragment production in 2002. Limiting the analysis to this subsample ensures that past technology

use was not driven by past fragmentation.

In the online data appendix, I also show that the estimated wage and distance results are robust

to: a) controlling for local demand differences using personal income in a plant’s BEA economic area;

b) controlling for skill differences across states using the share of workers with a college degree; and

c) using the weighted distance to each plant’s input suppliers as an alternative domestic distance
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measure.26

4.3 Panel results

The results presented thus far are all based on cross-sectional variation in technology and fragmenta-

tion. To control for plant-level factors that are constant over time, I use the panel of single-unit firms

to assess how changes in communication technology relate to changes in CMS purchases.

Table 6 presents results from using the panel data to estimate equation (3.3) with plant fixed

effects. Column 1 shows that plants that begin using electronic networks to control or coordinate

shipments are 3.3 points more likely to fragment production. Columns 2 and 3 show that this result

is robust to controlling for changes in plant productivity and only slightly smaller when controlling

for changes in sales, in which case it implies that adoption of technology is related to a 3.1 increase in

the probability of fragmentation. To put this point estimate in context, fragmentation increased 13.4

percent in this sample from 2002 to 2007.27 Columns 4 and 5 present results in which the plant-level

technology indicator is interacted with industry CAD intensity. The interaction term is positive and

significant at the ten percent level in column 4. It is slightly smaller and no longer significant in

column 5 when plant sales are included. Since the CAD intensity measure is based on 1999 data, it

is time-invariant and therefore has less power in the first difference specification. It is reassuring that

the same basic pattern is present, even if it is only significant without plant sales.

The cross-sectional and panel data all show an important role for communication technology in

plants’ sourcing decisions. Plants that have integrated electronic communication into their production

process are more likely to purchase CMS and offshore. In addition, the effect of plant communication

technology is stronger in CAD-intensive industries in which it is feasible for plants to use technology

for communicating design specifications. Perhaps somewhat surprisingly, however, the impact of plant

technology on the probability that a fragmenting plant will offshore is decreasing in industry CAD

26I identify a plant’s input suppliers based on the plant’s industry and the requisite inputs in that industry according
to the 2002 BEA input-output table, using expenditure shares on each input as weights. Prior working paper versions
of the paper also show that the results are robust to controlling for: a) manufacturing concentration using the share of
manufacturing employment to population in a state; and b) endogenous plant location by using the subset of plants that
have existed in the same physical location for at least ten years.

27It is important to note that these results do not necessarily imply that changes in firm use of communication
technology caused changes in fragmentation. For example, it is also possible that a positive shock to fragmentation
induced firms to adopt new technologies in order to take advantage of the new fragmentation opportunities.
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Table 6: Panel regression of the probability of fragmentation

Dependent variable is one if plant i in industry j and year t purchases CMS

1 2 3 4 5

Elec. networksit 0.033*** 0.033*** 0.031*** 0.011 0.012
(0.007) (0.007) (0.007) (0.012) (0.012)

×ln(CADj) 0.050* 0.044
(0.027) (0.027)

ln(V AProdit) -0.001 -0.002
(0.005) (0.005)

ln(Salesit) 0.034*** 0.033***
(0.006) (0.006)

Year is 2007 0.028*** 0.028*** 0.019*** 0.028*** 0.019***
(0.004) (0.004) (0.004) (0.006) (0.006)

Constant 0.264*** 0.270*** -0.020 0.271*** -0.016
(0.002) (0.021) (0.048) (0.020) (0.048)

N 60,700 60,700 60,700 60,700 60,700

Notes: Sample is a balanced panel of single-unit firms. Standard errors clustered by
industry. *, **, *** denote 10%, 5% and 1% significance respectively. N rounded for
disclosure avoidance.

intensity. This result suggests that plant technology may lower communication costs more for domestic

sourcing relative to offshoring. In the next section, I assess the extent to which differences in human

capital across countries can rationalize this finding.

5 Multi-country sourcing decisions

In this section, I exploit the linked CMS-import data to assess whether a firm’s ability to exploit tech-

nology to lower coordination costs depends upon potential suppliers’ human capital. I first establish

the fact that offshoring firms import disproportionately more from low-income countries, which also

tend to have low human capital. I then show that the relationships between offshoring and firm com-

munication technology, industry CAD/CAM intensity, and the differential impact of firm technology

across industry CAD/CAM intensity are all increasing in country human capital.

5.1 Offshoring and country income

To calculate the extent to which offshoring firms source disproportionately more from low-wage coun-

tries, I aggregate the import data to the firm-country level and classify countries as low wage if they
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are in the bottom two terciles of per-capita GDP.28 I regress the fraction of each firm’s imports from

low-wage countries on indicators for firms’ CMS purchase status. No purchases is the omitted cate-

gory. Since offshoring firms tend to be larger and more productive, and larger firms tend to source

from more markets (e.g., Bernard et al., 2009; Yeaple, 2009), it is important to control for firm size.

Table 7 presents the results controlling for firm size using log sales (columns 1 and 2) or the log of

value-added labor productivity (columns 3 and 4). Columns 2 and 4 include the log of total imports

as an additional control for size. All specifications include fixed effects for the firm’s modal industry.

Across all specifications, the estimated coefficient for offshoring firms ranges from 0.158 to 0.204 and

is significant at the 99 percent level. Offshoring firms source 16 to 20 percentage points more from

low-wage countries relative to non-CMS purchasers. They also import relatively more from low-wage

countries than firms that purchase CMS domestically.

Table 7: Fraction of imports from low-income countries, as a function of CMS purchase status

Dependent variable is fraction of imports from low-income countries

1 2 3 4

CMS purchases are
Domestic -0.008** -0.004 -0.003 -0.010**

(0.004) (0.004) (0.004) (0.004)
Domestic & Offshore 0.033* 0.023 0.077*** -0.021

(0.018) (0.018) (0.018) (0.018)
Offshore 0.196*** 0.158*** 0.204*** 0.163***

(0.009) (0.009) (0.009) (0.009)
ln(Salesf ) 0.008*** -0.018***

(0.001) (0.001)
ln(V A Prodf ) -0.005* -0.018***

(0.003) (0.003)
ln(Importsf ) 0.028*** 0.020***

(0.001) (0.001)
Industry Controls yes yes yes yes
Adj.R2 0.08 0.11 0.08 0.10
N 34,500 34,500 34,500 34,500

Notes: Countries are low income if they are in the bottom two terciles of
per-capita GDP. Industry controls are fixed effects for the firm’s modal
industry. Omitted category is firms with no CMS purchases. *, **,
*** denote 10%, 5% and 1% significance respectively. N rounded for
disclosure avoidance.

28I obtain countries’ per-capita GDP in 2007 from the International Monetary Fund. The GDP data are unavailable
for a small number of countries that represent less than one percent of imports in each CMS category.
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5.2 Sourcing location decisions

Having established the fact that offshoring firms source disproportionately more from low-wage loca-

tions, I estimate the differential impact of electronic network use by industry CAD and country human

capital. To do so, I construct an indicator equal to one if a firm sources from a given country. The

dataset therefore includes an observation for every potential firm-country import combination. I then

estimate a triple interaction effect (similar to a difference-in-difference-in-difference estimator) of firm

use of networks with its industry CAD intensity and country-level human capital. The estimating

equation is given by

Pr(yfjc = 1|X) = θ + FβF + JβJ + Cβc + βDistDistfc + βE∗CAD(Enetsf × CADj) +

βE∗HC(Enetsf ×HCc) + βCAD∗HC(CADj ×HCc) + βE∗CAD∗HC(Enetsf × CADj ×HCc), (5.1)

where yf,j,c = 1 if firm f in industry j imports from country c. F is a matrix of firm characteristics,

J is a matrix of industry characteristics, and C is a matrix of country characteristics.

The firm variables, F , include the log of value-added labor productivity and electronic network use.

The industry variables, J include industry CAD intensity and the share of differentiated inputs in an

industry. The latter is measured using the fraction of differentiated inputs in an industry from Nunn

(2007). This variable controls for the possibility that CAD intensity may also reflect the extent to

which an industry relies on differentiated inputs.29 The country variables, C, include country human

capital and the relative foreign wage. The relative foreign wage is constructed from country-industry-

occupation wages from the International Labor Organization and Oostendorp (2005). Additional

details on all variables are in the online appendix. Distfc is the log of distance between firm f and

country c. It is calculated using the great circle formula and is based on the latitudes and longitudes of

each country’s main city, as identified by CEPII, and the firm’s closest manufacturing establishment.30

The remaining terms represent interaction terms between firm communication technology, industry

CAD intensity, and country human capital.

29For multi-sector firms, industry variables are based on the employment-weighted average of their plants’ industry
CAD and differentiated input use. Note that the specification with firm fixed effects fully controls for all these factors,
and well as any other firm or industry variation.

30The data are available here: www.cepii.fr/anglaisgraph/bdd/distances.htm.

34



The main objective of this section is to assess how the relationship between firm technology and

offshoring varies with country human capital. I therefore include country and/or firm fixed effects and

focus on the interaction terms between these variables. This approach controls for all possible omitted

country or firm (and industry) characteristics and is thus less susceptible to reverse causality and

spurious correlation problems. I also include a specification with firm and country-by-industry fixed

effects to ensure that the estimates are not driven by industry-level variation in production processes

that might benefit from differences in country human capital. If country human capital does influence

a firm’s ability to use its technology to communicate about design specifications, then βE∗CAD∗HC

should be positive across all specifications.

5.3 Results

Table 8 presents results from estimating equation (5.1) via OLS. I limit the analysis to firms with at

least one offshoring establishment. To ensure that the data are not too sparse, I also include only those

countries with at least ten importing firms. Column 1 reports estimates using country fixed effects.

This specification allows for a quantification of the role of firm technology in the probability of sourcing

from a given country, while controlling for all possible omitted factors that vary at the country level.

The coefficient on the triple interaction between firm technology, industry CAD, and country human

capital is positive and significant. This implies that the differential impact of electronic networks by

industry CAD intensity is increasing in country human capital.31

Figure 6 plots the impact of firm use of networks by industry CAD intensity and country human

capital. The left panel depicts the percentage point impact of electronic networks by country human

capital for a low CAD industry (other apparel manufacturing), while the right panel depicts the impact

for a high CAD industry (semi-conductor machinery manufacturing). The results are striking. Firm

use of electronic communication in low CAD industries has close to a zero impact on the probability

of sourcing from a country. In contrast, firm use of networks in high CAD industries decreases the

likelihood of sourcing from low skill countries, while it increases the likelihood of sourcing from skill

abundant countries. For example, relative to a firm not using networks, a firm using networks in semi-

31It is important to remember that country human capital may also affect production costs. This is likely reflected in
the positive and significant interactions between industry CAD and country skill.
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Table 8: Offshore sourcing location selection

Dependent variable is 1 if firm f , in industry j, imports from country c

1 2 3 4

Electronic networksf 0.005
(0.015)

×CADj -0.108***
(0.029)

×ln(HCc) 0.025 0.035 0.025 0.046
(0.029) (0.029) (0.029) (0.033)

×CADj × ln(HCc) 0.229*** 0.207*** 0.230*** 0.161**
(0.059) (0.059) (0.060) (0.062)

CADj -0.079***
(0.024)

×ln(HCc) 0.115*** 0.112*** 0.118*** 0.209***
(0.035) (0.040) (0.039) (0.074)

ln(V AProdf ) 0.023***
(0.004)

ln(Distancefc) -0.265*** -0.022*** -0.053*** -0.048***
(0.016) (0.004) (0.008) (0.007)

ln(Diff inputsj) 0.019
(0.012)

ln(wc/wUS) -0.013***
(0.004)

ln(HCc) 0.126***
(0.019)

Firm Fixed Effects no yes yes yes
Country Fixed Effects yes no yes yes
Industry-by-Country Fixed Effects no no no yes
Adj. R2 0.25 0.21 0.38 0.41
N 134,100 100,400 134,500 134,500

Notes: Sample is manufacturing firms with one or more offshoring establishments. Analysis
is based on countries with at least 10 importers. CAD is the CAD/CAM intensity in a
firm’s industry. Diff Inputs is the fraction of inputs in an industry that are differentiated.
HC is country human capital. Distance is the distance between a country’s main city and
the closest manufacturing establishment in the firm. wc/wUS is the relative wage. Industry
variables for multi-industry firms based on the employment-weighted average of the firms’
industries. Industry indicators are the firm’s modal industry. Standard errors clustered
by industry. *, **, *** denote 10%, 5% and 1% significance respectively. N rounded for
disclosure avoidance.

conductor machinery manufacturing is 2.7 points less likely to source from a country with Guatemala’s

human capital, but over 11 points more likely to source from a country with the human capital
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Figure 5: Differential impact of country human capital on probability of sourcing from a country, by
firm technology and industry CAD intensity

Notes: Figures depict the estimated effects of country human evaluated at different levels of industry CAD/CAM
intensity. The left panel plots the effect for firms that do not use electronic networks, the right panel corresponds to
firms using networks. Based on estimates with firm fixed effects reported in column 2 of Table 8.

equivalent of Mexico. For firms in industries in which it is feasible to use electronic communication

to communicate about design and production specifications, country human capital is an important

factor in the sourcing location decision.

Column 2 in Table 8 reports estimates of Equation (5.1) with firm fixed effects. Again, the

estimated coefficient on βE∗CAD∗HC is positive and significant. Figure 5 plots the percentage point

impact of country human capital on the probability that a given firm will source from that country as

a function of the firm’s technology and its industry CAD intensity. The left panel plots the estimated

effect for firms that did not use electronic networks to control shipments and the right panel plots the

effect for firms using networks. There is a significant difference in the effect of human capital across

industry CAD intensity (positive slopes in both panels of figure 5), a difference in the effect of human

capital depending upon firm use of networks (difference in level of estimated effect for a given value

of industry CAD across panels), and a difference in the differential impact of networks by industry

CAD intensity (difference in slopes across panels). Consider an increase in country human capital of

about 15 percent, which is the amount necessary to bring Mexico up to Taiwan’s level. For firms in
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Figure 6: Differential impact of firm technology on probability of sourcing from a country for low and
high CAD industries, by country human capital

Notes: Figures depict estimated effects of firm use of electronic networks and industry CAD intensity by country human
capital The left panel plots the effect for a low CAD/CAM intensity industry (other apparel manufacturing). The right
panel corresponds to a high CAD/CAM industry (semi-conductor machinery manufacturing). Based on estimates with
country fixed effects reported in column 1 of Table 8.

semi-conductor machinery manufacturing, this change implies a 7.8 percentage point increase from

using networks on the probability of sourcing from a country. In contrast, the same change in human

capital only implies a 2.9 point increase from using networks for firms in other apparel manufacturing.

The results presented in Table 8 also point to an important role for distance. The estimated

coefficient on distance is negative and significant across all specifications. This indicates that a given

firm is more likely to offshore to proximate countries, and that variation in the domestic distances for

U.S. firms sourcing from the same foreign country is also an important factor in firms’ global sourcing

decisions.

6 Conclusion

Communication technology has revolutionized how individuals and firms interact across distances.

This paper exploits novel micro-level data to provide some of the first evidence on how a firm’s use

of technology relates to its fragmentation of production across distinct geographic locations that are
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both foreign and domestic. Using difference-in-difference and first difference approaches, I find a

strong and robust relationship between technology and fragmentation that is increasing in industry

CAD intensity. Since CAD software is the predominant tool used to codify production designs and

processes into an electronic format, these results provide new evidence consistent with the premise

that firm technology facilitates fragmentation by lowering the costs associated with communicating

production specifications across locations. The results are therefore suggestive of a close link between

technology and fragmentation, although establishing a clear causal impact remains a challenge for

future work.

This paper also documents the importance of domestic fragmentation of customized inputs in

firms’ global sourcing strategies. It is one of the first analyses to cover firms’ domestic and foreign

sourcing decisions, and shows that domestic fragmentation is far more prevalent than offshoring, both

within and across manufacturing industries. Moreover, while the evidence supports the premise that

technology lowers coordination costs, it also suggests that this effect is stronger for domestic rather

than foreign fragmentation. Using linked firm-country data, I show that the positive differential impact

of firm communication technology is present in high human capital countries, but not in the lower

human capital countries to which U.S. firms tend to offshore their manufacturing production. The

firm-country results also highlight the importance of within industry heterogeneity, not only in firm

productivity differences, but also in firm use of technology in determining the countries to which firms

offshore production.

The empirical evidence documented in this paper has three important implications for future

work on fragmentation and offshoring. First, it highlights the fact that industry characteristics affect

how communication technology affects firms’ fragmentation decisions. Firms in certain industries

are better able to exploit technology and/or have more to gain from its use. Second, it shows that

higher technology firms and industries are more likely to source from high human capital countries.

This result is consistent with the existence of complementarities between technology and skill (e.g.,

Bresnahan et al., 2002) and suggests that production fragmentation may be an additional channel

through which skill-biased technical change affects the relative demand for skilled versus unskilled

labor. Third, it suggests that the cost-lowering effect of communication technology (evident in the

differential impact of electronic communication by industry CAD) is an increasing function of worker
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skill. This finding lends support to models that feature assortative matching at the firm level (Yeaple,

2005; Antràs et al., 2006; Sampson, 2014; Grossman et al., forth). It also underscores the importance

of countries’ factor endowments in shaping the patterns of trade and the types of firms that source

from them. A challenge for future theory is to refine hierarchical predictions and aggregate gravity

equations to account for these interactions.
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A Appendix

A.1 Contract Manufacturing Questions

The 2007 CMS purchase question is the third part of the special inquiries section, question 26 on the

Census of Manufacturers (CM). The exact question is:

Form MC-31101 (05/23/2007) Page 12

26 SPECIAL INQUIRIES

OTHER ESTABLISHMENT ACTIVITIES

1.

Did this establishment design, engineer, or formulate the manufactured products that it sold, produced, or

shipped?

0318

Yes

0319

No

2. Which of the following best describes this establishment's primary activity? (Mark "X" only ONE box.)

0362

Providing contract manufacturing services for others

0363

Transforming raw materials or components into new products that this establishment owns or

controls

0364

Reselling goods manufactured by others (with or without minor final assembly)

0365

Other - Specify 

0366

3.

Did this establishment purchase contract manufacturing services from other companies or other establishments

of your company to process materials or components that this establishment owns or controls?

0496

Yes, primarily with establishments WITHIN the 50 States and the District of Columbia

0497

Yes, primarily with establishments OUTSIDE of the 50 States and the District of Columbia

0498

No

27 – 29 Not Applicable.

REMARKS (Please use this space for any explanations that may be essential in understanding your reported data.)

PLEASE PHOTOCOPY THIS FORM FOR YOUR RECORDS AND RETURN THE ORIGINAL.

30 CERTIFICATION - This report is substantially accurate and was prepared in accordance with the instructions.

Is the time period covered by this report a calendar year?

Yes No - Enter time period covered

FROM

Month Year

TO

Month Year

Name of person to contact regarding this report Title

Telephone

Area code Number Extension

Fax

Area code Number

Internet e-mail address

Date

completed

Month Day Year

I cannot provide any actual examples of firms or contract manufacturing service (CMS) purchases

in the Census data because the data are confidential and respondents’ identities cannot be revealed.

However, hypothetical examples of CMS purchases include the manufacturing of company A’s MP-3

player components as instructed by company A; the assembly of company B’s computer processing

chips in B’s overseas plants using specified inputs and a precise design criterion; and the production

of company C’s shoes in non-affiliated factories using soles provided and materials specified by com-

pany C. In each case, the purchaser furnishes production specifications to the manufacturing service

provider.

The 2002 CMS purchase question is number B5 under question 28 on “Establishment Activities”

in the 2002 CM. The exact question is: Did this establishment

5. Contract with another firm for any of your production using
materials owned by this location? ............. 8041 Yes 8042 No

A key difference between this question and the CMS question in 2007 is that this question only

relates to contracting with another firm. For single unit firms, this distinction is irrelevant since any

contracting must be outside the firm. I therefore use this question to construct a panel for single

unit firms. Note that it is possible that this question will miss CMS purchases by firms in 2002 that

controlled but did not own the input materials. This would constitute measurement error in the

dependent variable which may attenuate results but should not bias them.
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A.2 Description of the CMS sample

The CM is conducted in years that end in 2 and 7. It covers the universe of manufacturing establish-

ments in the U.S, though not every establishment is asked the CMS question. While all large plants

and all plants that belong to multi-unit firms were asked the CMS question, only a random sample of

small and medium-sized plants was asked the question. Data for the smallest manufacturing plants,

generally those with less than five employees, are based only on administrative records and therefore

do not include any information about those plants’ CMS purchases.32 Since the administrative records

are often based on imputed data, have no information about CMS purchases, and account for only

1.5% of sales and three percent of employment in the manufacturing sector, I exclude them from the

entire analysis. All establishments that receive a census form in the mail are legally required to return

the completed form. Despite the legal requirement, a fraction of establishments did not respond to

the CMS question.

I assess the observable characteristics of plants outside the CMS sample to address potential issues

from sample selection. While the CMS sample covers 54 percent of manufacturing establishments

(excluding the administrative records), it includes 75 percent of sales and 71 percent of employment.

Table A.1 presents information on plants in the CMS sample relative to those outside the sample.

The first three columns provide participation shares and show that while the CMS sample comprises

of 54 percent of U.S. manufacturing establishments (excluding administrative records), it covers 75

percent of sales and 71 percent of employment. The last three columns of Table A.1 present summary

statistics by CMS non-response type. As expected, establishments not asked the CMS question are

substantially smaller than plants in the sample. To address potential selection bias in the analyses, I

use a number of establishment-level variables, including sales, employment, age, firm age, multi-unit

firm status, industry, and industry employment interactions, to estimate, via logit, the probability

that an establishment will be in the CMS sample. I then predict the probability that an observation

is in the sample and, following Cameron and Trivedi (2005), use the inverse probability as a weight in

the summary statistics.33

32The CM uses both short and long form questionnaires, and only the long forms ask the CMS purchase questions.
While all large and multi-unit firm establishments receive the long form, only a random sample of small, single-unit firms
receive the long form. Data for the smallest establishments is imputed from Federal tax returns and industry averages.

33Cameron and Trivedi recommend using weights (“that are inversely proportional to the probability of inclusion in
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A.3 Nested Logit Estimates

In this section, I show that the main results in the paper hold when estimating the probability of

fragmentation and offshoring via nested logit. Figure A.1 illustrates the nesting structure. Following

the discrete choice literature, I assume that a plant’s latent profit function is a linear function of plant

and fragmentation location characteristics, and furthermore additively separable into a component

that varies only with the decision to fragment and a component that reflects the profits derived from

fragmenting domestically or offshore. Under these assumptions, the latent profit function for plant i

can be written as

Uifs = z′ifα+ w′ifsβ + εifs, (A.1)

where f denotes the level one decision to fragment or not and s denotes the plant’s level two fragmen-

tation choice within each nest.34 If the distribution of εifs is given by a multivariate extreme value

with parameter λ, then the probability that plant i chooses sourcing alternative s in nest f is given

by:

Pifs = Pif × Pis|f

=
ez
′
ifα+λf Iif∑2

l=1 e
z′ifα+λlIil

× ew
′
ifsβ/λf∑

m∈f e
w′imsβ/λf

where Iif ≡ ln
(∑

m∈f e
w′ifsβ/λf

)
is the inclusive value for nest f .

Since the majority of variables available for the analysis are case-specific, for estimation purposes,

it is useful to re-write equation A.1, distinguishing between the case and alternative-specific variables.

Uifs = z′iαf + βdistdistifs + x′iβfs + εifs. (A.2)

From the model, z includes a plant’s local labor costs, distifs is a measure of distance between a

the sample”) for a descriptive or data summary approach. They note that if a regression model is correctly specified
then sample weighted and unweighted estimates should have the same probability limit, Cameron and Trivedi (2005) pp.
817-21. In early versions of the paper, I verified that the estimated regression coefficients were quite similar regardless
of weighting.

34The no fragmentation nest is degenerate since plants that do not fragment production have no additional decision to
make. To achieve identification in the estimation process, I therefore set the dissimilarity parameter to one for this nest.
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plant and each fragmentation alternative, and x is a vector that includes plant-level productivity and

communication technology.

A.3.1 Results from the nested logit model

Table A.2 presents the coefficients from estimating equation A.2. Column 1 presents the baseline

results. Since the wage measure only varies by state, the standard errors are clustered at this level.

Clustering by industry does not change the statistical significance of the coefficients. All coefficients

have the expected sign and are statistically significant. As is well known, the coefficients from a non-

linear model must be transformed in order to assess their marginal effects. Table A.3 in the online

appendix provides the average marginal effects (AMEs) and their standard deviations for the main

variables of interest. I do not calculate a statistical significance for each effect and instead rely on

the standard errors reported in Table A.2 which Greene (2010) argues are both a sufficient and more

informative metric. Panel A presents results from a specification without the CAD interaction. The

estimates suggest that on average, a plant using communication technology is 10 percentage points

more likely to fragment production. Technology increases the probability of domestic sourcing by 9

points and offshoring by 1 point. These effects represent a 30 and 50 percent increase over the mean

share of fragmentation and offshoring respectively.

Panel B presents results from a specification with the CAD interaction. Estimates on interaction

terms are difficult to assess in non-linear models. Ai and Norton (2003) show that even the sign

on the estimated coefficient is not necessarily the sign of the marginal effect. In more recent work,

Greene (2010) argues that figures provide the most informative economic interpretation of the marginal

effects of interaction terms in non-linear models. Following this approach, Figure A.2 plots the AMEs

of electronic communication by industry CAD intensity for the probability of each outcome. Panel (a)

shows that plants using electronic networks are less likely not to fragment, and that this is particularly

true for plants in CAD-intensive industries. Panel (b) depicts a positive relationship between electronic

network use and the probability of domestic fragmentation that is almost twice the size for plants

in the most CAD-intensive industries relative to those in the least CAD-intensive industries. In

contrast, panel (c) suggests that this mechanism is not present for fragmentation offshore. While use

of electronic networks does have a positive relationship with the probability most plants will offshore,
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its impact is decreasing in CAD intensity and is essentially zero for plants in the most CAD-intensive

industries. Panel (d) highlights the differential impact across industries showing that the conditional

probability of offshoring is strongly decreasing in CAD intensity. These results are all consistent with

the OLS estimates presented in the paper. Plant communication technology increases the likelihood

of fragmentation more in industries in which the production process is easier to translate into an

electronic format, but there is no evidence that this mechanism increases foreign sourcing relative to

domestic sourcing.

Table A.3 in the online appendix also presents the average marginal effects for distance and wages.

The negative coefficient for distance, the only alternative-specific regressor, implies that increasing the

distance between a plant and a potential sourcing location decreases the probability that the plant

will source from that location. The remaining variables are all case-specific, so their coefficients are

interpreted relative to the omitted category, as in a multinomial logit model. Doubling the state

wage is associated with a 15.6 point increase in the probability of fragmentation. The probability of

fragmentation is also increasing in productivity.

The estimated wage coefficient will be biased if state-level wages are correlated with differences in

worker skill or local demand and these factors affect fragmentation. Another potential issue is that a

high concentration of manufacturing employment in a state may lead to both more fragmentation and

to higher wages. Columns 3-5 show that the estimated coefficients and their statistical significance are

all robust to controlling for i) state-level skill differences, measured using the American Community

Survey data as the share of workers with a college degree; ii) variation in local demand, measured as

personal income in a plant’s local market from the Bureau of Economic Analysis; and iii) manufacturing

concentration, measured as the share of manufacturing employment to population in a state.35 Column

6 addresses the possibility that location may be endogenous to a plant’s fragmentation strategy, which

could bias estimates on the effect of distance, by using the subset of plants that have existed in the

same physical location for at least ten years. Once again, the coefficients and their significance are

largely unchanged. The dissimilarity parameter for the fragmentation nest, λF , is about 0.2 in all

specifications. This estimate is statistically different from one, confirming that IIA is violated within

35I have also used measures of MSP concentration near the plant. While this does affect the estimate on the distance
to the closest MSP, the wage coefficient is robust. These results are available upon request.
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the fragmentation nest and that a NLM is therefore appropriate.

A.4 IV Estimation

As an alternative way to address the potential for reverse causality between technology and fragmen-

tation and productivity and fragmentation, I employ an instrumental variable (IV) approach. An

IV is also useful here since the electronic network indicator is a proxy variable and therefore subject

to measurement error. I implement the IV using each plant’s 2002 use of electronic networks and

2002 productivity as instruments. The share of plants using networks to control or coordinate ship-

ments in 2002 is roughly half the 2007 share for each CMS category. For the lagged instrument to

be valid, plants’ use of networks in 2002 must be determined by factors other than their decision to

fragment production in 2007 and entail a sunk cost. The instrument can identify a causal relationship

if plants that used networks in 2002 to facilitate sales decide to fragment in 2007 because their exist-

ing communication technology made fragmentation relatively more profitable, for example by lowering

coordination costs.

There are three reasons to believe that factors other than fragmentation play a role in plants’ use

of networks to coordinate shipments: 1) almost half of the plants that used networks to coordinate

shipments in 1999 did not use networks to purchase inputs (DOC, 2001); 2) McElheran (2015) finds

that, although E-buying and E-selling share the same technology platforms, E-selling generally entails

more complex organizational changes and entails a sunk costs; and 3) in 2007, one third of plants

that did not fragment production used electronic networks to coordinate shipments. The instrument’s

power to identify a causal relationship also depends upon the existence of plants that used networks

in 2002 but did not fragment production. Although the 2002 CM did not ask the same 2007 CMS

purchase question, it did ask whether a plant purchased CMS from another firm. This question allows

me to identify, for all single-unit firms, whether or not the firm purchased CMS in 2002.36 I therefore

run the IV on the subset of single-unit firms that did not fragment in 2002. For this sub-sample,

plants’ 2002 technology status and productivity are not a function of their fragmentation status.

IV estimates on the subset of potential Adopters (columns 3 and 6) show that selection is an impor-

36A single unit firm that fragments production must do so by contracting with another firm. A plant that belongs to
a multi-unit firm could purchase CMS from another plant in the firm. This analysis also shows that the results are not
driven by differences between intra-firm and outsourced fragmentation.
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tant factor in plants’ fragmentation strategies. These estimates exploit variation in 2002 productivity

for plants that did not fragment in 2002. Of the plants that did not fragment in 2002, those in the

top productivity tercile are 6.1 points more likely to fragment in 2007. The right panel shows that

fragmenting plants in the top productivity tercile are about five points more likely to source offshore.

These results extend existing evidence by showing that selection is an important factor in the rela-

tionship between productivity and firms’ sourcing strategies. Productivity prior to fragmentation and

offshoring is an important predictor of firms’ sourcing strategies. First stage regressions are presented

in Appendix Table A.5. The lagged instrument is always significant in its own first stage regression,

with the expected positive coefficient. In addition, the F-statistics for the null hypothesis that the

instruments are jointly equal to zero are well above the threshold of 10 proposed in Stock et al. (2002).

IV estimates that instrument for use of networks in 2007 with network use in 2002 are larger than

the OLS estimates, which is consistent with measurement error from using plants’ use of networks to

coordinate shipments as a proxy variable for whether electronic communication is integrated into the

production process. The IV strategy is identified by variation in plants’ use of networks that is driven

by factors other than fragmentation. The “Adopters” column in each panel therefore shows that the

IV estimates are robust when the sample is limited to plants that did not fragment production in

2002.
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Appendix Figures and Tables

Figure A.1: Nested logit structure
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Figure A.2: Average marginal effects of electronic networks, by industry CAD intensity
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(b) Domestic Fragmentation
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(c) Offshoring
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(d) Offshoring | Fragmentation
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Notes: Average marginal effects of plant use of electronic networks evaluated at different levels of industry
CAD/CAM intensity. Based on the estimates reported in column 2 of Table A.2.
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Table A.1: Plant characteristics by response status

Participation Shares Means
Plants Sales Emp Salesa Emp ln(VAP)

In CMS Sample 0.54 0.75 0.71 36,778 86 4.56

Out of CMS Sample
Not Answered 0.21 0.23 0.24 29,548 77 4.61
Not Asked 0.25 0.02 0.05 2,314 13 4.25
No Info 0.00 0.00 0.00 21,147 61 4.75

All Manufactures 1.00 1.00 1.00 26,638 66 4.50

Notes: Approximately 196,800 manufacturing plants; excludes administra-
tive records. a Sales in $000s.
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Table A.2: Nested Logit Estimation Results

Dependent variable denotes plant i, in industry j and state h, fragmentation status, s

Baseline W/CAD Demand Skill Manuf 10+ Yrs.

ln(Distanceis) -0.063*** -0.035*** -0.033*** -0.033*** -0.038*** -0.025***
(0.006) (0.008) (0.007) (0.008) (0.008) (0.009)

Level 1: Fragment

ln(wageh) 0.823*** 1.182*** 1.159*** 1.088*** 1.080*** 1.227***
(0.121) (0.165) (0.163) (0.165) (0.183) (0.148)

ln(BEA Income) 0.008
(0.009)

ln(Share collegeh) 0.126
(0.089)

ln(Share manufh) 0.078**
(0.037)

NAICS 4 controls yes yes yes yes yes yes
Level 2: Domestic

Elec. networksi 0.524*** 0.492*** 0.493*** 0.493*** 0.489*** 0.502***
(0.014) (0.028) (0.028) (0.027) (0.028) (0.033)

×ln(CADj) -0.029 -0.029 -0.029 -0.029 -0.011
(0.029) (0.028) (0.028) (0.029) (0.030)

ln(V AProdi) 0.211*** 0.212*** 0.211*** 0.212*** 0.212*** 0.230***
(0.012) (0.012) (0.012) (0.012) (0.012) (0.016)

ln(Diff inputsj) 0.266*** 0.257*** 0.257*** 0.257*** 0.256*** 0.252***
(0.045) (0.046) (0.046) (0.046) (0.046) (0.052)

ln(CADj) 1.141*** 1.232*** 1.008*** 0.854** 1.452***
(0.290) (0.291) (0.300) (0.352) (0.293)

Level 2: Offshore

Elec. networksi 0.538*** 0.431*** 0.435*** 0.435*** 0.423*** 0.458***
(0.017) (0.030) (0.030) (0.029) (0.029) (0.033)

×ln(CADj) -0.132*** -0.126*** -0.126*** -0.138*** -0.082**
(0.036) (0.036) (0.035) (0.036) (0.036)

ln(V AProdi) 0.247*** 0.241*** 0.239*** 0.239*** 0.243*** 0.253***
(0.015) (0.016) (0.016) (0.016) (0.016) (0.019)

ln(Diff inputsj) 0.580*** 0.420*** 0.410*** 0.410*** 0.431*** 0.382***
(0.072) (0.072) (0.069) (0.070) (0.073) (0.077)

ln(CADj) 1.248*** 1.331*** 1.108*** 0.968*** 1.521***
(0.274) (0.276) (0.284) (0.338) (0.275)

λF 0.182*** 0.132*** 0.124*** 0.124*** 0.142*** 0.096***
(0.021) (0.031) (0.029) (0.030) (0.030) (0.034)

Log Likelihood -67349.44 -67194.29 -67193.46 -67191.25 -67187.29 -48827.46
N 315,800 315,800 315,800 315,800 315,800 226,600

Notes: Demand controls for personal income in the plant’s BEA Economic Area. Skill controls for the share
of workers with a college degree. Manuf controls for the share of the population employed in manufacturing.
10+ years is the sub-sample of plants that have existed in the same physical location for at least 10 years.
ln(Diff inputsj) is the share of differentiated inputs in an industry. Standard errors clustered by state. *,
**, *** denote 10%, 5% and 1% significance respectively. N rounded for disclosure avoidance.
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Table A.3: Transition matrix between 2002 and 2007 CMS purchase status for single-unit firms

2007 CMS Purchases

2002 CMS Purchases No Yes

No 0.80 0.58
Yes 0.20 0.42

Notes: Table reports plant shares by CMS purchase status.

Table A.4: IV estimates of the probability of fragmentation and offshoring

Dependent variable is an indicator equal to one if plant i:

Fragments Production Offshores | Fragmentation

1 2 3 4 5 6
OLS IV IV OLS IV IV

Elec. networksi 0.094*** 0.181*** 0.125*** 0.022*** 0.100*** 0.155***
(0.005) (0.022) (0.034) (0.005) (0.021) (0.048)

ln(wageh) 0.215*** 0.178*** 0.126** -0.115*** -0.124*** -0.183***
(0.031) (0.031) (0.050) (0.031) (0.031) (0.058)

ln(V AProdi) Q2 0.075* -0.038
(0.040) (0.060)

Q3 0.062*** 0.036
(0.021) (0.031)

MSP 5-20 miles away -0.017*** -0.013** -0.010 0.015** 0.016** 0.020
(0.006) (0.006) (0.010) (0.008) (0.007) (0.017)

20+ miles away -0.035** -0.033** 0.010 0.001 -0.003 d
(0.014) (0.014) (0.025) (0.022) (0.021)

Port 51-200 miles -0.011** -0.014*** 0.003 -0.008 -0.012** -0.013
(0.005) (0.005) (0.009) (0.006) (0.006) (0.012)

200+ miles away 0.009 0.004 0.013 -0.018*** -0.024*** -0.025**
(0.006) (0.006) (0.008) (0.005) (0.005) (0.010)

50+ miles to Mexico -0.029* -0.028* -0.091*** -0.097*** -0.095*** -0.092**
(0.015) (0.016) (0.029) (0.022) (0.022) (0.046)

50+ miles to Canada -0.008 -0.008 -0.008 -0.009 -0.010 -0.010
(0.009) (0.009) (0.015) (0.008) (0.008) (0.015)

NAICS 6 Fixed Effects yes yes yes yes yes yes
Adj. R2 0.09 0.08 0.07 0.10 0.08 0.02
N 71,600 71,600 22,200 21,500 21,500 5,300

Notes: The left panel corresponds to estimates of the probability that plant purchases CMS. The right panel
corresponds to estimates of the probability that a plant purchasing CMS does so from foreign suppliers. IV
estimates instrument for electronic network use and productivity using lagged values from 2002. Columns
3 and 6 are based on the subset of single-unit firms that did not purchase CMS in 2002. Standard errors
clustered by industry. *, **, *** denote 10%, 5% and 1% significance respectively. N rounded for disclosure
avoidance. d for disclosure avoidance.
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Table A.5: First stage regressions for the probability of fragmentation and offshoring

Each column is the first stage regression for the listed endogenous variable

Probability of Fragmentation Regressions

Full Sample Adopters

Instruments
ln(V APi Terciles)

Elec.Netsi
ln(V APi Terciles)

Elec.NetsiQ2 Q3 Q2 Q3

ln(V APi) Q2 0.156*** 0.089*** 0.043*** 0.163*** 0.086*** 0.029***
(0.008) (0.006) (0.005) (0.011) (0.007) (0.008)

Q3 -0.049*** 0.392*** 0.062*** -0.004 0.370*** 0.036***
(0.007) (0.007) (0.007) (0.011) (0.008) (0.009)

Elec netwksi -0.007 0.038*** 0.263*** -0.004 0.031*** 0.328***
(0.005) (0.005) (0.006) (0.010) (0.011) (0.011)

Adj. R2 0.08 0.26 0.14 0.05 0.20 0.12
F-Test 462 998 560 166 795 314
Shea’s Partial R2 0.03 0.12 0.04 0.03 0.13 0.04

Probability of Offshoring Regressions

ln(V APi) Q2 0.140*** 0.097*** 0.012 0.134*** 0.083*** 0.002
(0.010) (0.010) (0.009) (0.019) (0.015) (0.018)

Q3 -0.080*** 0.399*** 0.031*** -0.034** 0.359*** -0.005
(0.010) (0.010) (0.010) (0.017) (0.017) (0.018)

Elec netwksi -0.014* 0.048*** 0.241*** -0.015 0.014 0.284***
(0.008) (0.008) (0.008) (0.021) (0.022) (0.018)

Adj. R2 0.09 0.25 0.12 0.04 0.17 0.10
F-Test 234 616 287 39 171 80
Shea’s Partial R2 0.03 0.11 0.04 0.03 0.10 0.04

Notes: Each column reports the coefficients and standard errors for the excluded instruments
in the first stage regression of the respective endogenous variable. Instruments are 2002
lagged values. Standard errors clustered by industry. *, **, *** denote 10%, 5% and 1%
significance respectively. F-Test is the F-statistic for a test of the null hypothesis that the
instruments are jointly equal to zero.
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