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Abstract 

This paper uses data on US manufacturing firms to study a new extensive margin, the 

reallocation of resources that takes place within surviving firms as they open and close 

establishments in different regions. To motivate the empirical analysis, I extend 
existing models of industry dynamics to include production-location decisions within 

firms. The empirical results provide support for the mechanisms emphasized by the 

theoretical model. In the data, only about 3 percent of firms make the same product in 
more than one region, but these multiregional firms are more productive on average 

compared to single-region firms, and they account for about two-thirds of output. The 

results also show that "region-switching" is pervasive among multiregional firms, is 
correlated with changes in firm characteristics, and leads to a more efficient allocation 
of resources within firms. 
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1 Introduction

Empirical research using producer-level microdata demonstrates the importance of within-

industry reassignment of resources across producers in explaining industry performance (e.g.,

Baily et al. (1992); Dunne et al. (1989); Bartelsman and Doms (2000); Foster et al. (2001);

Rossi-Hansberg and Wright (2007); and Foster et al. (2008)). So far, studies of industry

dynamics have focused almost exclusively on the role of resource reallocation across producers,

that is, whether new entrants are more productive than exiting producers in the same industry.

In this paper, I explore the contribution of a new extensive margin of adjustment, the spatial

reallocation of resources that takes place within surviving firms as they open and close

establishments in different regions of the United States (US). The empirical results suggest

that “region switching” is an important internal adjustment margin that firms employ to

reallocate resources to their best use.

To study the complex firm dynamics underlying changes in aggregate output and em-

ployment, I construct a new longitudinal dataset from the US Census of Manufactures. The

Census of Manufactures collects information on the universe of manufacturing establishments

located in the US. Each establishment is associated with a firm identifier which makes it

possible to track the ownership structure of firms in any given year, as well as changes over

time. For each firm-year in the data, I observe the geographic location of its establishments,

as well as the distribution of input usage and output production across these establishments.

This unique dataset enables me to provide a rich description of industry dynamics that

distinguishes between within- and across-firm adjustments.

My analysis of the data provides new insights into the spatial distribution of firm’s output

and the role of region switching in explaining changes in industry aggregates. First, only about

3 percent of US manufacturing firms produce the same six-digit North American Industrial

Classification System (NAICS) product in more than one region, but these multiregional firms

account for a disproportionate share of economic activity: more than two-thirds of manufac-
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turing output and about half of employment. Second, region switching by multiregional firms

is an important component of the “creative destruction” process that underlies economic

growth (Schumpeter (1942)). Over the five-year period from 2002 to 2007, manufacturing

output increased by about 6 percent per year on average. Surviving multiregional firms

account for about 75 percent of that growth. On net, region adding and dropping generate

about 1 percent annual growth, whereas incumbent region expansion and contraction lead to

an additional 3.5 percent net increase in output. These results suggests that understanding

how firms evolve over time is critical in explaining industry dynamics.

Existing models of industry dynamics typically feature productivity-heterogenous firms

that produce in a single location (e.g., Jovanovic (1982); Hopenhayn (1992); Ericson and

Pakes (1995); Melitz (2003); Bernard et al. (2010); and Bernard et al. (2011)). In that case,

firm and region exit are equivalent. To study the determinants of within-firm region switching,

I extend current theories to allow firms to serve consumers through interregional sales and

interregional investment, i.e., by opening a local establishment. I model firms’ region entry and

production-location decisions using the proximity-concentration tradeoff framework developed

in Helpman et al. (2004). Compared to interregional sales, interregional investment leads to

higher fixed costs but lower marginal costs. In equilibrium, only the most productive firms

choose to serve consumers through local presence and become multiregional firms.

In the data, I find that about 70 percent of surviving multiregional firms either entered or

exited a region over the five-year period from 2002 to 2007. Current models of production-

location decisions that study firm behavior in a “static” context (e.g., Brainard (1997);

Helpman et al. (2004); and Ramondo and Rodŕıguez-Clare (2013)) are inconsistent with that

finding because, in those models, firm productivity and market characteristics are constant

over time such that the optimal spatial distribution of production remains the same over the

lifetime of firms. To generate equilibrium region switching within firms, I extend existing

models in two ways. First, I assume that profitability varies across firms because of changes

in productivity and within firms across regions because of changes in consumers’ valuation of
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a firm’s product. Second, I assume that firm productivity and firm-region demand evolve

stochastically over time. Because my model distinguishes between firm-level and firm-region

level shocks, it is consistent with the fact that firms sometimes enter and exit regions during

the same period.

My theoretical framework highlights the role of firm productivity in explaining differences

in outcome across firms. In equilibrium, the most productive firms generate more revenue

per region on average and, as a result, are more likely to serve consumers by opening local

establishments. The empirical results support the predictions of the theoretical model. In

the data, I find that measures of productivity are higher on average for multiregional firms

compared to single-region firms in the same industry. These differences persist even when

comparing revenue per region. Multiregional firms sell more on average in a region compared

to single-region firms located in that region.

My empirical analysis shows region switching leads to a more efficient allocation of

resources within firms through the mechanisms emphasized by the theoretical model. First, in

the data there is a positive correlation between changes in firm-level indicators of performance

and changes in the number of regions in which a firm has a production facility. This finding

is consistent with the model’s prediction that a positive shock to firm productivity will,

all else equal, raise profits in all regions and increase the firm’s geographic scope. Second,

in the data, region entry is positively correlated with measures of firm productivity and

region exit is negatively correlated with relative region size within the firm. In the model,

the decision to enter or exit a region depends on the interaction between firm-level changes

in productivity and firm-region level changes in demand. Because of serial correlation in

shocks, firms with high productivity are more likely to receive positive productivity shocks

and open establishments in new regions. At the same time, firms are more likely to close their

production facilities in their least profitable regions, i.e., those where they face relatively low

demand.

4



This paper is related to an emerging literature that studies the contribution of the within-

firm extensive products margin in explaining firm outcomes (e.g., Goldberg et al. (2010);

Iacovone and Javorcik (2010); Qiu and Zhou (2013); Mayer et al. (2014); and Timoshenko

(2014)). In particular, Bernard et al. (2010) and Bernard et al. (2011) introduce multiproduct

firms into a model of industry dynamics and study the frequency and determinants of

product switching by US manufacturing firms. Because the current paper focuses on the

firm’s production-location decision and region switching, the studies are complementary.

Together, they bring to the fore the importance of within-firm adjustments in explaining

industry dynamics.

The remainder of the paper is composed of four sections. In section 2, I develop a theoretical

model of industry dynamics that features firm heterogeneity and the proximity-concentration

tradeoff. In section 3, I describe the data and document the prevalence of multiregional firms.

In section 4, I present the main empirical analysis and, in section 5, I provide some concluding

comments.

2 Theoretical Framework

In this section, I develop a model of industry dynamics that includes endogenous production-

location decisions within firms. The theoretical framework is an extension of standard models

of industry dynamics (e.g., Jovanovic (1982); Hopenhayn (1992); Ericson and Pakes (1995);

and Melitz (2003)) that allows for multiregional firms and region switching. It is also an

extension of current models of production-location decisions (e.g., Brainard (1997); Helpman

et al. (2004); and Ramondo and Rodŕıguez-Clare (2013)) in which firm characteristics evolve

stochastically over time. By combining elements from these two strands of the literature, the

theoretical model rationalizes variation in the spatial distribution of production both across

firms and within firms over time.
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Because my empirical analysis is limited to the domestic activities of US manufacturing

firms, the theoretical framework models bilateral sales and investment flows between regions of

a closed economy. However, the leap from interregional sales and investment to international

trade and foreign direct investment is small, such that the theoretical model would remain

valid in an international context and could be used to study multinational enterprises.

2.1 Demand

I begin by characterizing the behavior of consumers. The economy is comprised of i =

1, 2, . . . , N identical regions. In each region, there is a mass L of consumers each endowed

with one unit of labor. Preferences of the representative consumer in region i are a constant

elasticity of substitution (CES) function of the consumption of a continuum of products

Ui =

[∫
x∈Xi

(λi(x)qi(x))
ε−1
ε

] ε
ε−1

, (1)

where x indexes differentiated varieties, Xi denotes the endogenous set of varieties available

for consumption in region i, qi(x) is the quantity consumed, and λi(x) is a demand parameter.

Because relative demand is increasing in the demand parameter, a natural interpretation is

product quality but it also captures every other characteristic of a variety that influences

consumer’s demand.1

The representative consumer maximizes utility subject to his budget constraint. The

optimal demand function for a differentiated variety x is given by

qi(x) = RiP
ε−1
i λi(x)ε−1pi(x)−ε, where Pi =

[∫
x∈Xi

(
pi(x)

λi(x)

)1−ε

dx

] 1
1−ε

(2)

1This functional form is standard in the empirical literature on international trade and product quality
(e.g., Gervais (2013); Hallak and Sivadasan (2013); Johnson (2012)); and Kugler and Verhoogen (2012)), and
has been used in multi-product firms settings (e.g., Bernard et al. (2010); and Bernard et al. (2011)).
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denotes the ideal price index, pi(x) is the price of variety x in region i and R denotes total

expenditure in each region. The parameter ε > 1 governs the price elasticity of demand,

which is constant across firms. Equation (2) makes clear that, all else equal, the demand for a

given variety x will be higher in regions where λi(x) is higher. As a result, the model features

within-firm variation in sales across regions, despite the fact that regions are of the same size.

2.2 Production costs

I now turn to the production side of the economy. In each region, there is an endogenous

measure M of firms that produce differentiated goods. To enter the industry a firm must pay

a fixed cost, fE, to develop a “blueprint” for a differentiated variety. The entry cost generates

firm-level returns to scale and implies that each firm will choose to produce a unique variety.

Upon entry the firm draws its initial productivity, ϕ ∈ [ϕL, ϕH ] ⊆ R+, and vector of demand

shocks, Λ ≡ [λi]N×1, with λi ∈ [λL, λH ] ⊆ R+ from continuous distribution functions with

cumulative distribution GE(ϕ), and HE(Λ), respectively. These distributions are the same in

all regions.

Productivity is firm-specific, reflecting variation in ability across firms, whereas the

demand parameters are firm-region specific and reflect within-firm variation in demand across

regions.2 Since productivity is common across regions, a firm’s profitability is correlated

across regions. To make use of the law of large numbers, I assume that firm productivity

and demand shocks are independent of one another and independently distributed across

firms, and that demand shocks are independently distributed across regions within the firm.

This implies that HE(Λ) =
∏

N HE(λ), where HE(λ) denotes the cumulative distribution of

initial demand shocks within each region.

Firms can produce differentiated varieties using only one input, labor. A firm with

productivity ϕ that chooses to sell locally, i.e., in the region where its headquarters is located,

2With CES demand and monopolistic competition, changes in productivity and tastes have equivalent
impacts on firm profitability. Allowing for variation in firm productivity across markets would not affect the
main results. The important point is that there is a firm-level component and a firm-market component to
stochastic shocks.
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faces a constant marginal cost of w/ϕ, where w is the common wage rate (hereafter normalized

to 1 without loss of generality) and 1/ϕ is the number of workers required to produce one

unit of output.3 For interregional sales, the firm faces two additional costs. A fixed costs equal

to fX per region and per-unit transport costs τ . The unit costs have the typical “iceberg”

form such that if τ > 1 units are shipped from one region to another, only one unit arrives. If

the firm chooses instead to open a new establishment to serve local demand, it incurs fixed

costs fI per region. The fixed costs fX reflects the costs of developing a distribution network

in the region while the fixed costs fI captures these costs and any additional costs associated

with setting up a production facility. The difference between fI and fX is therefore a measure

of establishment-level returns to scale.

2.3 Equilibrium production decisions

In this section, I combine the demand and supply sides of the model to derive the firm’s

optimal behavior conditional on a vector of characteristics (ϕ,Λ). In the model, firms choose

the set of regions to serve and, for each region, the optimal price and mode of entry. I examine

each decision in turn beginning with the pricing decision.

In each region, there is monopolistic competition in the final output market. Because

regions are segmented markets, firms maximize profits by choosing the price in each region

separately. In equilibrium, prices are a constant mark-up over marginal costs

pD(ϕ) = pI(ϕ) =
1

ρϕ
, and pX(ϕ) = τpD(ϕ), (3)

where pD, pX and pI denote local, interregional sales, and interregional investment prices

respectively, and 1/ρ = ε/(ε− 1) > 1 is the markup. CES preferences imply that prices are

inversely related to firm productivity ϕ but independent of the demand parameter λ. Changes

in the demand parameter (across-firms and within-firm across regions) will only show up

3To simplify the analysis, I assume there is no fixed production costs in the “domestic” region. This rules
out cases where a firm is not profitable in its domestic market but makes positive profits in other regions.
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in the quantity demanded (see equation (2)). Because firms charge a constant markup over

costs, domestic and interregional investment prices are equal while interregional sales prices

are higher, reflecting the increase in marginal production costs.

I now describe the region entry decision. Operating profits from serving the local region

for a firm with productivity ϕ and local demand shock λi are

πiD(ϕ,Λ) = ε−1A(ϕλi)
ε−1, where A = R(ρP )ε−1 (4)

is a constant.4 Equations (4) shows that, because of CES preferences, productivity and

demand shocks have equivalent impacts on firm profitability. It also shows that firms always

make positive profits when selling in their local regions because they face only marginal costs.

This implies that all M firms with headquarters located in a given region will produce and

sell in that region. However, because sales to other regions imply fixed costs, only a fraction

of firms will serve more than one region. The additional profits from interregional sales and

investment for a firm with headquarter in region i selling to region j 6= i consumers are,

respectively,

πjX(ϕ,Λ) =
A

ε

(
ϕλj
τ

)ε−1
− fX and πjI(ϕ,Λ) =

A

ε
(ϕλj)

ε−1 − fI , (5)

where λj denotes the firm’s demand shock in region j. In equilibrium, firms will sell in every

region where they can generate positive profits from interregional sales or investment.

I conclude the description of firms’ behavior by studying the production-location de-

cision. Profit maximizing firms will never ship output to a region where they operate a

production facility. In the model, the optimal choice of mode of entry depends on a proximity-

concentration tradeoff; relative to interregional investment, interregional sales imply higher

marginal costs but lower fixed costs. Because the profit functions are monotonically increasing

4Because of the assumptions on the distribution of shocks and region symmetry, the law of large number
implies that the price index P and, as a result, the demand parameter A is constant across regions.
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in productivity (ϕ) and demand shocks (λ), there exists a conditional productivity threshold

ϕX(λ) : πX [ϕX(λ), λ] = 0, such that firms will make profitable interregional sales in region j

only if ϕ ≥ ϕX(λj), where λj denotes the firm’s demand shock in region j. Similarly, there

exists a conditional productivity threshold ϕI(λ) : πI [ϕI(λ), λ] = 0, such that firms will make

profitable interregional investment sales in region j only if ϕ ≥ ϕI(λj).
5

Firms will produce for interregional sales only if profits from those sales are positive and

smaller than profits from interregional investment sales. From the definitions of profits in

(5), the conditional productivity thresholds above which firms engage in interregional sales,

ϕX(λ), and prefer interregional investment over interregional sales, ϕI(λ), are

ϕX(λ) =

(
εfX
A

) 1
ε−1 τ

λ
, and ϕI(λ) =

[
fI − fX

fX (τ ε−1 − 1)

] 1
ε−1

ϕX(λ), (6)

respectively. Bernard et al. (2009) and Helpman et al. (2004) provide empirical evidence

that suggests multinational firms are more productive compared to exporters. Similarly, as

reported in section 4 below, I find that multiregional firms are more productive on average

compared to firms that produce in only one region. Therefore, as in Helpman et al. (2004), I

assume that

fI > τ ε−1fX . (7)

This condition requires that the fixed production costs associated with interregional investment

are greater than a product of the costs associated with interregional sales. When this condition

holds, the conditional productivity threshold for interregional investment is greater than the

threshold for interregional sales (i.e., ϕI(λ) > ϕX(λ),∀λ ∈ [λL, λH ]).6

The sorting of firms across type in the representative region of the economy is depicted in

Figure 1 in (λ, ϕ)-space. Because there is no fixed production costs in the domestic region,

5The costs of shipping between any two regions is the same for all regions. This implies export profits are
independent of the location of production such that there is no “export-platform” motive for opening an
establishment, and that the distribution of the firm’s production for interregional sales across establishments
is indeterminate in this model.

6Because demand shocks are bounded above at λH , it is possible to define the minimum productivity
required for profitable interregional sales, ϕ∗X = ϕX(λH), and investment is ϕ∗I = ϕI(λH).

10



all firms will produce and sell in their local region. The set of active firms is represented in

the figure by the area with vertices at (λL, ϕL), (λL, ϕH), (λH , ϕH), and (λH , ϕL). The fixed

costs associated with interregional sales and investment imply that only a fraction of firms

will engage in those activities. The figure represents the conditional productivity threshold

functions for interregional sales and investment, ϕX(λ) and ϕI(λ), defined in equation (6).

Firms with headquarters located outside the region will ship output to the region if their

productivity-demand shock pair lies in the quarter-ring area of the graph, or open a local

establishment if their productivity-demand shock pair lies in the quarter-moon region in the

North-East part of the graph.

[FIGURE 1: HERE]

A key distinction between my model and Helpman et al. (2004) is that profitability is a

function of firm-productivity and firm-region demand. This has two important implications.

First, the sorting of firms across type (i.e., single- vs. multi-region firms) depends on the

interaction between these two sources of heterogeneity. For example, as illustrated in Figure

1, a low productivity firm may open an establishment in a high demand region. Second,

because demand shocks are firm-region specific, a firm’s optimal mode of entry will vary

across identical regions. In equilibrium, a firm could serve consumers in a subset of regions

through interregional sales, open affiliates in another subset of regions, and decide not to

enter the remaining regions. Another important difference between my model and Helpman

et al. (2004) is that firm productivity and demand shocks are stochastic. As described in

details in the next section, this implies that the set of regions in which a particular firm is

active will change over time.

2.4 Stationary equilibrium

In this section, I describe the main features of the equilibrium. The discussion focuses on

firm-level characteristics. The Technical Appendix at the end of the paper completes the
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characterization of the equilibrium by providing solutions for the aggregate variables of the

model (e.g., the stationary distribution of firms over productivity and taste parameters).

At the beginning of each period, each firm draws a new productivity and demand vector.

Firm productivity and firm-region demand shocks evolve stochastically over time. To capture

the well documented persistence of firm output observed in the data (e.g., Foster et al. (2008)),

I allow for positive serial correlation in both productivity and demand. The transition matrices

are represented by Markov processes independent across firms and regions with conditional

distributions GC(ϕ′|ϕ) with ∂GC(ϕ′|ϕ)/∂ϕ < 0 and HC(λ′|λ) with ∂HC(λ′|λ)/∂λ < 0. After

observing its vector of shocks, the firm chooses the set of regions to serve, the location of its

establishments, and the price to charge in each region.

As in Melitz (2003) and Bernard et al. (2010), I focus on a stationary equilibrium in

which aggregate variables remain constant over time. The aggregate state of the economy

is fully characterized by the number of firms with headquarters in each market, M , and

the distributions of productivity and demand shocks across these firms. Because there is a

continuum of firms operating in each region and the distribution of entering firms over initial

productivity and tastes shocks is the same in every regions and periods, the equilibrium

distribution of firms over states is governed by the initial distributions of productivity and

demand shocks (GE(ϕ), HE(λ)), the Markov processes (GC(ϕ′|ϕ), HC(λ′|λ)), and the exit

shock (δ).7 As a result, there exists a stationary distribution of firms over states (see Technical

Appendix for additional details).

In each period, firm profit depends on the firm’s productivity and demand shocks as

follows

πi(ϕ,Λ) = πD(ϕ, λi) +
∑
j 6=i

[
IjX(ϕ, λj)π

j
X(ϕ, λj) + IjI (ϕ, λj)π

j
I(ϕ, λj)

]
, (8)

where region-level profit functions are defined in equations (4) and (5), IjX(ϕ, λ) is an indicator

variable equal to 1 if a region-i firm ships output to region j (i.e., ϕ ∈ [ϕX(λ), ϕI(λ)]) and 0

7See Hopenhayn (1992) for a discussion of the technical problems associated with dealing with continuums
of random variables.
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otherwise, and IjI (ϕ, λ) is an indicator variable equal to 1 if the firm opens an establishment

in region j (i.e., ϕ > ϕI(λ)) and 0 otherwise.8 A firm faces two sources of uncertainty, the

sequence of productivity and demand shocks it will receive and the probability δ of a bad

shock that would force it to exit. The present discounted value of an incumbent firm is a

function of its current state and is defined in recursive form as

v(ϕ,Λ) = π(ϕ,Λ) + (1− δ)
∫
ϕ

∫
Λ

v(ϕ′,Λ′)dGC(ϕ′|ϕ)dHC(Λ′|Λ), (9)

where a prime indicates next period values. In the free entry equilibrium, the expected value

of entry (v) is equal to the sunk entry costs which requires that

v ≡
∫
ϕ

∫
Λ

ṽ(ϕ,Λ)dGE(ϕ)dHE(Λ) = fE, (10)

where ṽ(ϕ,Λ) is the solution to the Bellman equation (9).

I use the theoretical model’s predictions to organize the empirical analysis and rationalize

the findings that emerge from it. The model predicts sorting of firms across type such that

multiregional firms are larger and more productive on average. The stationary equilibrium of

the model features entry and exit of firms in the industry because of the random shock δ.

Because productivity and demand shocks are stochastic, the equilibrium also features region

switching by incumbent firms. The theoretical model predicts that firms receiving positive

productivity shocks are more likely to enter new regions. At the same time, firms that receive

negative region-level demand shocks are more likely to exit from those regions. Together,

these results imply that the model is consistent with simultaneous region entry and exit

within firms.

8I assume closing an establishment provides a present discounted value of zero so that a firm will close an
establishment the first time its shocks result in negative establishment-level profits. Similarly, a firm will stop
selling to a region if profits from interregional sales are negative.
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3 Data and Measurement

I study region switching using a new longitudinal dataset constructed from the US Census

of Manufactures (CM). The CM is a component of the US Census Bureau’s Economic

Census which is conducted every five years (in years ending in 2 and 7). For the analysis,

I use information from the two most recent years available, 2002 and 2007.9 The unit of

observation in the CM is the establishment, defined as a single physical location where output

is produced.10 The CM covers the universe of manufacturing establishments with one or more

paid employees and collects information on physical location, principal industry, use of inputs,

input costs, and value of shipment. The information is obtained from questionnaires firms

are required to fill out under Title 13 of the United States Code.

In the data, I define an industry as a six-digit NAICS category. As explained in United

States Census Bureau (2007), the NAICS identifies 472 manufacturing industries across 86

four-digit industry groups. To get a sense of the level of details, consider the “Semiconductor

and Other Electronic Component Manufacturing” industry group (NAICS 3344). The industry

comprises nine six-digits NAICS industries ranging from “Electron Tube Manufacturing”

(NAICS 334411) to “Printed Circuit Assembly” (NAICS 334418). Output in those industries

vary both in terms of the inputs and processes required to produce them, and in terms of

their potential end use.

The CM associates a company identifier with each establishment-year observation which

makes it possible to track the ownership structure of companies in any given year, as well as

changes over time.11 For the analysis, I define a firm as a collection of establishments with the

9I use only two Censuses to minimize the impact of changes in the product classification definition and
industry characteristics. Results are similar when using the 1997 and 2002 Censuses or a longer panel including
the 1997, 2002, and 2007 Censuses.

10Companies engaged in different production activities at one location are requested to submit separate
reports to the US Census if the activities are substantial in size. When this condition is not met, activities at
the same location are grouped together as a single establishment and the entire establishment is classified on
the basis of its primary activity.

11The Economic Census uses Employer Identification Number also known as a Federal Tax Identification
Number to identify a business entity (e.g., Jarmin and Miranda (2002); and United States Census Bureau
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same six-digit NAICS principal industry and owned by the same company.12 This focuses the

analysis on the impact of market-seeking behavior, as emphasized in the theoretical model. In

practice, this definition implies that large companies will be broken down into multiple firms

according to the six-digit NAICS industry classification of their establishments. Henceforth,

“firm” refers to the empirical definition.

To characterize the geographical dispersion of firms’ production activities, I define regions

using the Bureau of Economic Analysis’ Economic Areas (EAs).13 EAs are defined as

metropolitan areas and their adjoining counties, where the adjoining counties are determined

by commuting patterns and other indicators of interaction (see Johnson and Kort (2004) for

additional details). Compared to states, counties, or zip code, EAs represent geographic areas

that are consistent with the notion of a regional market. The 183 EAs are mutually exclusive

and exhaustive of the land area of the United States.

The CM provides detailed, establishment-level data on the location of production and the

destination of output. For each establishment, the CM records the total value of shipment

and the value of exports to other countries. Therefore, it is possible to construct firm-region

level measure of revenue generated from sales to US consumers. However, it is not possible to

construct firm-level measures of interregional trade flows because the CM does not collect

information of domestic sales destinations.14 In the empirical analysis, I focus on interregional

investment and MRF region switching and, following the model, control for the impact of

differences in trade costs across industries using industry-level fixed effects.

For convenience, I will refer to firms that produce in multiple regions as “MRF,” for

Multi-Region Firms, and firms that produce in a single region as “SRF,” for Single-Region

(2007)). As explained in Internal Revenue Service (2014), each business should have a unique EIN and does not
need a new EIN if it changes location, or open and close establishments (including mergers and acquisitions).

12According to the US Census 2007 Survey of Business Owners, only about 1.3 percent of manufacturing es-
tablishments are franchises and these establishments account only for about 0.2 percent of total manufacturing
output.

13As explained further in the robustness section below, the results are robust to changes in the definition
of geographic markets.

14The US Census Bureau’s Commodity Flow Survey does not provide a full list of sales destinations for
the firms it surveys. Therefore, that information cannot be used to test the predictions of the model.
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Firms. Table 1 documents the relative importance of MRF for census year 2007; results are

almost identical for 2002. The table presents the share of manufacturing firms that operate

in more than one region, the share of output and employment these firms account for, as well

as the average number of regions per MRF. As indicated in the table, while only about 3

percent of manufacturing firms are MRF, these firms account for about two-thirds of sales

and close to half of employment. The last row shows that the average MRF produces the

same six-digit NAICS output in about 3.6 regions.

[TABLE 1: HERE]

4 Empirical Evidence

In this section, I confront the theoretical model’s predictions with the data. Given that a

large amount of research examines firm creation and destruction, the analysis focuses on the

region switching behavior of surviving MRF highlighted by the theoretical model. I report

empirical evidence at three levels of aggregation. First, I explore the role of region switching

in explaining aggregate industry dynamics in the manufacturing sector. Second, I document

patterns of region switching at the firm-level. Finally, I examine patterns of entry and exit

within surviving multiregional firms. Overall, the empirical results provide support to the

main mechanisms emphasized in the theoretical model. Formal derivation of the implications

of the model are available in the Technical Appendix at the end of the paper.

4.1 Manufacturing sector

A large empirical literature on industry dynamics demonstrates that the reallocation of output

and inputs across producers plays a key role in explaining gross output and employment

flows in the US manufacturing sector (e.g. Dunne et al. (1989) and Foster et al. (2001)). In

contrast, my theoretical model emphasizes the within-firm reallocation of resources across
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regions. To evaluate the relative importance of these two margins, I decompose net changes

in aggregate output and employment into across- and within-firm components.

Given information on the population of firms in each of two census years, t and t+ 5, it

is possible to classify each firm according to whether a firm first appears in period t+ 5 (a

birth), appears in period t but not t+ 5 (a death), or continues operation from period t to

t+ 5. It is also possible using information on the regions in which firms operate in each of

the two periods to classify them according to whether they have the same unique region in

both periods (SRF) or they operate in multiple regions in period t or t+ 5 (MRF). Output

(or employment) for each group can be defined as

Bt+5 = the value of output (or employment) in period t+ 5 in all firms
that first appear in period t+ 5;

AMRF
t+5 = the value of output (or employment) in period t+ 5 in all regions

added in period t+ 5 by surviving MRF;

Ek
t , Ek

t+5 = the value of output (or employment) in period t and t + 5,
respectively, in all firm-regions that (weakly) expand for all
surviving firms of type k ∈ {SRF,MRF}, Ek

t+5 ≥ Ek
t ;

Ck
t , Ck

t+5 = the value of output (or employment) in period t and t + 5,
respectively, in all firm-regions that contract for all surviving
firms of type k ∈ {SRF,MRF}, Ck

t < Ck
t+5;

TMRF
t = the value of output (or employment) in period t in all regions

where surviving MRF had operations in period t but not period
t+ 5;

Dt = the value of output (or employment) in period t in all firms that
appear in period t but not in period t+ 5;

Using those definitions, the total output (or employment) in each of the two periods, Yt and

Yt+5, can be expressed as

Yt = EMRF
t + CMRF

t + TMRF
t + ESRF

t + CSRF
t +Dt, (11)

Yt+5 = Bt+5 + AMRF
t+5 + EMRF

t+5 + CMRF
t+5 + ESRF

t+5 + CSRF
t+5 . (12)
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The annualized changes in output (or employment) over the five-year interval 2002-2007 is

given by

∆Yt,t+5 = Bt+5 + AMRF
t+5 + ∆EMRF

t,t+5 + ∆CMRF
t,t+5 − TMRF

t+5 + ∆ESRF
t,t+5 + ∆CSRF

t,t+5 −Dt. (13)

Table 2 presents estimates of the gross expansion and contraction rates of output and

employment over the 2002-07 period as a proportion of base and end-year average, Y =

(Yt + Yt+5)/2.15 The first line of Table 2 reports the average percentage change in output (or

employment) per year between Census years. The remaining lines divide this net change into

the eight gross flow components as shown in equation (13). By definition, these components

sum to the growth rate of manufacturing output (or employment) reported in the first line.

[TABLE 2: HERE]

As shown in the second column of Table 2, aggregate manufacturing output in the US

increased by 6 percent per year on average between 2002 and 2007. In line with previous

empirical studies of industry dynamics, the results show that producer entry (i.e., the sum

of firm birth and surviving MRF region entry) and exit (i.e., the sum of firm death and

surviving MRF region exit) explain the majority of output and employment churning. An

important new insight of these results, however, is that region entry and exit by surviving

MRF accounts for about a third of the extensive margin adjustment.16 Given the short period

of time covered by the sample, this should be viewed as a conservative estimate because new

establishments are likely to grow in importance as they age. The results in Table 2 also reveal

these surviving MRF are the primary source of output growth in the manufacturing sector.

On net, these firms generate 4.5 percent growth per year on average, or about 75 percent of

total growth over the 2002-2007 period. By contrast, firm birth and death increase output by

15As explained in Foster et al. (2001), the advantage of this growth rate measure is that it is symmetric for
positive and negative changes which allows for an integrated treatment of entering and exiting establishments.

16From the results reported in the first column of Table 2, dividing the sum of surviving MR entry
and exit (3.15+2.23=5.35) by the sum of firm birth, surviving MRF region entry and exit, and firm death
(4.44++3.15+2.23+4.11) yields 37.62 percent.
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about a third of a percent and the expansion and contraction of surviving SRF lead to a net

growth of only about 1.3 percent per year.

The second column of Table 2 reports the breakdown of net employment change using the

decomposition shown in equation (13). The results show that gross changes in employment are

larger than the associated net changes; in the words of Davis and Haltiwanger (1992), there is

“excess reallocation.” Together, the output and employment results reported in Table 2 imply

a substantial increase in (labor) productivity in the manufacturing sector. Manufacturing

output grows at a rate of about 6 percent per year on average while employment shrinks at a

rate of about 2 percent per year. Therefore, consistent with the theoretical model, these results

suggest that firms expand output in productive regions and exit relatively unproductive ones.

The remainder of the empirical analysis provides a formal assessment of this conjecture.

4.2 Region switching

In the model, high productivity firms sell more output per region on average and are more

likely to serve demand through interregional investment. As a result, MRF should be larger

and more productive on average compared to SRF. To test those predictions, I compare the

characteristics of SRF and MRF using OLS regressions of the natural log of firm characteristics

on an indicator variable, IDMRF , equal to one if the firm operates in multiple regions and

zero otherwise

lnZf = βs + βm IDMRF
f + µf , (14)

where f and s index, respectively, firm and industry, and µf is a residual term. The variable

Zf is, in turn, firm-level output, employment, labor productivity, and TFP.17 The regressions

include a full set of industry dummy variables (βs) such that the results are not driven by

differences in industry characteristics (e.g., trade costs).

17I compute measures of performance for each establishment separately. Output is defined as the primary
product value of shipment for domestic sales. Productivity is defined as sales minus costs of material over
hours worked. I compute TFP using an index method that accounts for variation in capital, energy, labor,
and materials across establishments (see Foster et al. (2008) for details). For MRF, I obtain firm-level and
firm-region level measures by computing revenue weighted averages across establishments.
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I report the estimation results in Panel A of Table 3 for year 2007; results are similar for

2002. Consistent with the model’s prediction, the results show that MRF are larger and more

productive on average compared to SRF in the same industry. Those differences are statistically

significant at conventional levels. As reported in Table 3, the output and employment reported

by MRF are more than twice as large on average compared to corresponding values reported by

SRF in the same industry. As indicated in the table, MRF also have higher labor productivity

and TFP than SRF. The difference in measured TFP across firm-type is small relative to

the difference in productivity, perhaps due to the difficulties of measuring TFP in firms with

multiple establishments.

[TABLE 3: HERE]

In the theoretical model, MRF are more productive on average. As a result, the output of

MRF in a region should be higher on average compared to the output of SRF located in the

same region. To test this prediction, I compare firm-region characteristics across firm type by

estimating

lnZfg = βsg + βm IDMRF
f + µfg, (15)

where g indexes region. I consider the same indicators of performance as in Panel A, but

define them at the firm-region level (e.g., firm-region output or firm-region productivity). The

regressions include a set of region-industry dummy variables such that the point estimates

can be interpreted as the average percentage difference between MRF and SRF in the same

region-industry. I report OLS regression results in Panel B of Table 3. The results are

consistent with the model’s predictions. As indicated in the table, MRF are larger and more

productive in each region they enter compared to the SRF located in the same region and

producing the same good.

Because firm productivity and firm-region demand evolve stochastically over time, the

steady state equilibrium of the model features within-firm region switching. To examine the

prevalence of firm-level adjustments along the extensive regions margin, I divide firms into
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four exhaustive and mutually exclusive groups. Each category is defined according to the

type of changes firms make between Censuses year 2002 and 2007. The four types are: (i)

None: the firm has local presence in the same regions in both periods; (ii) Enter only : the

firm began producing in one or more additional regions; (iii) Exit only : the firm closed its

operations in one or more regions; and (iv) Both enter and exit : the firms began and ceased

production in different regions.

Panel A of Table 4 reports the distribution of firms and panel B the distribution of output

across the four groups for all firms and for MRF. The empirical results show that only about

4 percent of all firms make adjustments along the extensive margin between 2002 and 2007.

However, over the same period of time, more than 70 percent of MRF either entered or

exited a region. As reported in the table, firms for which I measure market switching account

for more than 75 percent of manufacturing output. These results are consistent with the

theoretical model which features steady state market switching by large surviving MRF.

[TABLE 4: HERE]

In the theoretical model, there is a positive association between firm-level changes in

indicators of performance and region switching. While firm-region level demand shocks may

generate entry and exit of regions, an increase in firm productivity will, on average, increase

the number of regions in which a firm produces output. I evaluate this prediction by regressing

log changes in firm characteristics (∆lnZf ) on two indicator variables, “NetEnter” which is

equal to 1 if the firm produces output in more regions in 2007 than in 2002, and 0 otherwise,

and “NetExit” which is equal to 1 if the firm produces in fewer regions in 2007 than in 2002,

and 0 otherwise, as well as a set of industry dummy variables (βs)

∆lnZf = βs + βnNetEnterf + βxNetExitf + µf . (16)
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The omitted category contains firms that operate in the same number of regions in both

period. The model predicts that firms receiving good productivity shocks will enter more

regions than they exit on average, such that βn > 0 and βx < 0.

I report the results from estimating equation (16) by OLS in Table 5. The sample contains

all MRF surviving between 2002 and 2007. As before, the firm characteristics I consider are

output, employment, productivity and TFP. As reported in the table, the correlation between

region switching and changes in firm-level characteristics are consistent with the predictions

of the model. NetEnter is positively associated with changes in firm size and efficiency,

whereas the correlation between NetExit and the measures of performance are negative as

expected. The point estimates are statistically significant at conventional level except for the

impact of NetExit on TFP. I note that region entry and exit is an extensive margin firms

use to allocate resource to their best use. As a result, the correlations reported in Table 5

capture both the impact of random shocks and the endogenous entry and interregional sales

vs. investment decisions.

[TABLE 5: HERE]

4.3 Region entry and exit

In this section, I study within-firm patterns of region switching to evaluate if they conform

to the model’s predictions. I begin with region entry. In the model, more productive firms

are more likely to enter new regions because of serial correlations in productivity shocks.

This implies period t productivity should be positively correlated with entry of regions in

subsequent periods t+ k,∀k ≥ 1. I test this prediction of the model by regressing a firm-level

indicator variable, Enter which equals 1 if the firm enters new regions between 2002 and

2007, and 0 otherwise, on initial firm-level measures of productivity and a set of industry

dummies (βs)

Enterf = βs + βzlnZf + µf , (17)
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where Zf denotes, in turn, measured firm productivity and TFP in 2002.

I report the results from OLS regressions in Table 6. The results show that region entry

decisions are related to initial firm productivity as predicted by the model. As indicated in

the table, there is a positive association between (lagged) productivity and the probability

of entering new regions. The estimated coefficients on each measure of productivity are

statistically significant at the one percent level. Because the regressions include industry

dummy variables, the results are not driven by differences in interregional sales and investment

costs across industries, or any other industry characteristics.

[TABLE 6: HERE]

In the theoretical model, there is serial correlation in firm-region level demand shocks.

As a result, firms are more likely to cease production in regions where they currently face

relatively low demand. Testing this prediction requires information on firm-region demand

shocks, which are not directly observed in the data. In the model, dispersion in average

output across firms is explained by differences in firm-level productivity and average demand

shocks. This implies that within-firm variation in output across regions reflects differences in

demand shocks across regions. Following the model, I measure demand shocks using the ratio

of firm-region size to firm average size per region (i.e., λ̂fg = zfg/zf , where z is a measure of

size, and f and g denote firm and region indices, respectively).

I explore the correlation between changes in firm-region measures of relative size and

firm-region exit patterns by regressing an indicator variable, Exit, which equals 1 if the firm

drops a region between 2002 and 2007, and 0 otherwise, on firm-region measures of relative

size, as well as industry-region level and firm-level dummy variables (βsg and βf , respectively)

Exitfg = βsg + βf + βzlnZfg + µfg, (18)

where Zfg denotes, in turn, measured firm-region revenue and employment in 2002. Because

the regressions include region-industry level and firm-level fixed effects, they isolate the
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impact of across-regions variation in size (i.e., the initial demand shocks) on the probability

that a firm will exit a region.

I report the results from estimating equation (18) by OLS in Table 7. The results are

consistent with the theoretical model’s predictions. As shown in the table, there is a negative

association between (relative) firm-region size and the probability of exit. The first column

of the table shows firms are more likely to stop producing in regions in which their output

is small compared to their output in other regions. The second column of Table 7 shows

the result is the same when using employment as a measure of firm-region size. Both point

estimates are significant at conventional levels.

[TABLE 7: HERE]

As reported in Table 2, within-firm adjustments along the regions margin captured in the

model are quantitatively important in explaining industry dynamics at the aggregate level. I

now explore the importance of this reallocation at the firm-level. To do this, I decompose

the total output and employment of surviving multiregional firms in a given Census year

according to whether it is related to an incumbent region, a newly added region, or a region

that will be dropped. Using the same notation as in section 4.1, the share of total output (or

employment) in added and dropped regions can be expressed, respectively, as

Addedt+5 =
AMR
t+5

AMR
t+5 + EMR

t+5 + CMR
t+5

, and Droppedt =
TMR
t

EMR
t + CMR

t + TMR
t

. (19)

The “Added” variable is backward looking. It presents the share of economic activity in 2007

associated with regions that were added between 2002 and 2007. The “Dropped” variable is

forward looking and reports the share of economic activity in 2002 associated with regions

that surviving MRF will exit between 2002 and 2007.

I construct the two measures defined in (19) for output and employment. I report the

results in Table 8. As shown in the table, regions that were added between 2002 and 2007

account for about 10.4 percent of the firm’s output and 8.6 percent of employment on average.
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The relative importance of dropped regions in overall firm’s activity is similar, as seen in the

last column of the table. At this pace, a firm could completely relocate production in less

than 50 years. From Table 1, MRF account for about 66 percent of manufacturing output.

Combining this information with the results reported in Table 8 implies that about 6.6 percent

of 2007 aggregate manufacturing output was produced by surviving MRF at establishments

they did not own in 2002. Again, given the short period of time covered by the sample, this

should be viewed as a conservative estimate because new establishments are likely to grow

in importance as they age. Nevertheless, the results suggest that within-firm adjustments

along the extensive regions margin are not only prevalent but also account for an significant

fraction of firm and industry output and employment.

[TABLE 8: HERE]

5 Robustness and alternate explanations

For the empirical analysis, I used the EAs as my unit of geography. While these areas are

well defined economic markets, it is possible that the definition of a “regional market” varies

across industries. In particular, when trade costs are very large it is possible that a firm

will open more than one establishment in the same EAs. As a robustness check, I use the

number of establishments per firm as an alternative measure of region count. The empirical

results of this paper are robust to this change in the definition of regional markets. As

expected, the estimated shares of economic activity associated with MRF are larger when

using establishment location instead of EAs as the unit of regional market, but these changes

are relatively small. This happens because the majority of MRF operate a single establishment

in each EAs; the average number of establishments per EAs for MRF is 1.12 in my sample.

This finding implies the distance between a firm’s establishments is substantial and supports

the idea that the decision to open additional establishments is driven by market-seeking

consideration and impediments to trade, as emphasized in the theoretical model.

25



The theoretical model ignores an important variable that enters the production-location

decision of firms: variation in production costs. If production costs are lower in certain

regions, firms are more likely to locate production in those regions. In the analysis, I treat

the distribution of costs across regions as an industry characteristic that influences the

decision of all firms in the industry in the same way. Because my estimating equations

control for industry-level effects (or industry-region level effects when appropriate), they

provide information on across-firms and within-firm changes in the geographic distribution of

production conditional on industry (or industry-region) characteristics. More importantly,

I note that differences in costs across regions may provide a natural explanation for the

concentration of industry production in a few regions (e.g., Gervais and Jensen (2013)), but

it does not help explain differences in the geographic dispersion of output for firms in the

same industry.

The model emphasizes the market-seeking motive for opening additional establishments

such that there is no differentiation in products across establishments within the firm. Ac-

cordingly, I define industries at the six-digit NAICS level, the most disaggregate classification

available. Nevertheless, there may be within-firm variation across regions at the (undefined)

seven-digits NAICS level. The empirical results of this paper are unlikely to be driven by

unobserved product-level variation. First, as shown in Bernard et al. (2010), roughly 85

percent of added and dropped products are, respectively, added and dropped at surviving

establishments. This implies that the probability that regions switching is driven by an

expansion or contraction of the product line is small. Second, the main results hold in a

restricted sample that includes only homogenous industries, as defined in Rauch (1999).

6 Conclusion

A robust finding of the literature on industry dynamics is that reallocation of resources

toward more efficient producers is an important source of aggregate productivity growth
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and within-industry employment churning. So far, empirical studies have focused on the

impact of reallocation across-producers within the same industry. In this paper, I explore the

contribution of an adjustment margin within the firm that has been so far ignored: “market

switching.”

To guide the empirical analysis, I develop a natural extension of existing models of

industry dynamics that introduces endogenous production-location decisions within firms.

In the model, firms respond to productivity and demand shocks by adjusting the price they

charge in each region, the number of regions they serve, and the distribution of production

across these regions. The model is a generalization of current models of production-location

decision that allows for time series variation in firm productivity and firm-region demand

shocks.

I test the model’s predictions using a new dataset on manufacturing firms derived from

the US Census of manufactures. The data provides information on the spatial distribution

of firms production and tracks changes in that distribution over time. I find that market

switching is common among large US manufacturing firms and is correlated with changes

in firm characteristics in ways predicted by the theoretical model. In the data, an increase

in firm productivity (both within- and across-firms) is associated with an increase in the

geographic dispersion of production.
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TABLE 1
Prevalence of multiregional manufacturing firms, 2007

Multiregional Firms

Percent of firms 3
Percent of output 66
Percent of employment 46
Mean number of regions 3.64

Notes: This table presents the share of US manufacturing firms
that operate in multiple regions, as well as the share of output and
employment these firms account for. The table also presents the
mean number of regions across multiregional firms. A firm is de-
fined as a set of establishments that produce output classified in the
same six-digit NAICS category and are own by the same company.
The statistics are computed from a sample of more than 294,000
establishments.
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TABLE 2
Decomposition of net changes, 2002 to 2007

Output Employment

Net percentage change 6.12 −1.92
Firm birth, B 4.44 5.16
Multiregional firms

Entry, AMRF 3.15 1.86
Expansion, EMRF 4.36 0.88
Contraction, CMRF −0.78 −1.33
Exit, TMRF −2.23 −2.17

Single-region firms
Expansion, ESRF 1.68 1.31
Contraction, CSRF −0.38 −1.08

Firm death, D −4.11 −6.55

Notes: This table decomposes the net percentage
change per year in manufacturing output and employ-
ment into eight mutually exclusive and exhaustive
types of region-level adjustments. Growth rates are
defined as changes between years divided by the aver-
age of base and end-year variables. A firm is defined
as a set of establishments that produce output clas-
sified in the same six-digit NAICS category and are
own by the same company. The statistics are com-
puted from a sample of more than 294,000 manufac-
turing establishments.
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TABLE 3
Single- vs. multi-region firms characteristics, 2007

Multiregional firm indicator

Panel A: Differences between firms
Output 2.60 (0.05) [0.43]
Employment 2.23 (0.04) [0.34]
Productivity 0.43 (0.02) [0.18]
TFP 0.07 (0.01) [0.48]

Panel B: Differences between firm-regions
Output 1.43 (0.02) [0.59]
Employment 1.04 (0.01) [0.49]
Productivity 0.32 (0.01) [0.42]
TFP 0.04 (0.00) [0.60]

Notes: Panel A presents the results from 4 separate OLS re-
gressions of log firm characteristics on a dummy variable equal
to one if the firm operates in multiple regions and industry
fixed effects. Panel B presents the results from OLS regressions
of log firm-region characteristics on the same dummy variable
and region-industry fixed effects. Standard errors clustered
by industry in panel A and industry-region in panel B are in
parenthesis. The R2 is in square brackets for each regression.
All differences are statistically significant at the one percent
level. A firm is defined as a set of establishments that produce
output classified in the same six-digit NAICS category and
are own by the same company. The statistics for panels A and
B are computed from a sample of more than 69,000 manufac-
turing firms and more than 102,000 firm-region observations,
respectively.
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TABLE 4
Region switching by manufacturing firms, 2002 to 2007

Firm activity All firms Multiregional firms

Panel A. Share of firms
None 96 29
Enter only 1 20
Exit only 1 23
Both enter and exit 2 28

Panel B. Share of output
None 42 24
Enter only 15 20
Exit only 20 26
Both enter and exit 23 30

Notes : This table presents the distribution of surviving firms across
four exhaustive and mutually exclusive categories of region switch-
ing activity. A firm is defined as a set of establishments that pro-
duce output classified in the same six-digit NAICS category and
are own by the same company. The statistics are computed from a
sample of more than 294,000 manufacturing establishments.
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TABLE 5
Region switching and changes in firms characteristics, 2002 to 2007

Log change Net enter Net exit R2

Output 0.191∗∗ −0.316∗∗ 0.076
(0.007) (0.015)

Employment 0.189∗∗ −0.381∗∗ 0.068
(0.010) (0.016)

Productivity 0.044∗∗ −0.019∗ 0.020
(0.009) (0.009)

TFP 0.018∗∗ −0.003 0.060
(0.007) (0.006)

Notes: This table presents the results of OLS regressions of log change in firm
characteristics on two indicator variables: “Net enter” which is equal to 1 if the
firm adds more regions than it drops between 2002 and 2007, and 0 otherwise,
and “Net exit” which is equal to 1 if the firm drops more regions than it adds
over the same period, and 0 otherwise. The omitted category comprises firms for
which the number of regions is the same in both periods. The dependent variables
are defined as the log of changes between years divided by the average of base
and end-year variables. The regressions include six-digit NAICS industry dummies.
Each line presents the results of four separate regressions, one for each of the noted
dependent variables. Robust standard errors in parentheses are adjusted for clus-
tering by industry. A ∗ and a ∗∗ indicate significance at the 5 and 1 percent level,
respectively. The statistics are computed from a sample of more than 69,000 firms.
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TABLE 6
Region adding and firm characteristics, 2002 to 2007

Variable Add Add

Log productivityt 0.018∗∗

(0.001)
Log TFPt 0.009∗∗

(0.001)
R2 0.074 0.067

Notes: The table reports the results of OLS regressions of a
dummy variable equal to 1 if the firm adds one or more regions
between census years 2002 and 2007, on 2002 firm attributes and
industry fixed effects. Robust standard errors in parentheses are
adjusted for clustering by industry. A ∗ and a ∗∗ indicate signifi-
cance at the 5 and 1 percent level, respectively. The statistics
are computed from a sample of more than 69,000 firms.
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TABLE 7
Region exit and firm-region characteristics, 2002 to 2007

Variable Exit Exit

Log (relative) revenuet −0.136∗∗

(0.005)
Log (relative) employmentt −0.068∗∗

(0.002)
R2 0.450 0.437

Notes : The table reports the results of OLS regressions of an indicator
variable equal to 1 if a firm exits a region between 2002 and 2007,
and 0 otherwise, on measures of firm-region size. Regressions include
industry-region fixed effects. Robust standard errors in parentheses are
adjusted for clustering by region-industry. A ∗ and a ∗∗ indicate signif-
icance at the 5 and 1 percent level, respectively. The statistics are com-
puted from a sample of more than 102,000 firm-region observations.
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TABLE 8
Distribution of economic activity across region type

Added Dropped

Share of Sales 10.4 10.2
Share of Employment 8.6 9.5

Notes: This table presents the distribution of firm-regions, sales
and employment across region type. The “Added” column re-
ports 2007 number of regions, sales and employment as a propor-
tion of corresponding 2007 total values. The “Dropped” column
reports 2002 number of regions, sales and employment as a pro-
portion of corresponding 2002 total values. The 2002 and 2007
samples include all manufacturing establishments active in each
of the Censuses year.
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Figure 1: Firm sorting across productivity and demand shocks
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Appendix

This Appendix has two main sections. In the first section, I describe the general equilibrium of

the model. In the second section, I analyze the implications of the model for market switching.

A Equilibrium

The main text discusses only firm-level decisions. In this section, I complete the characteriza-

tion of the equilibrium by solving for the aggregate variables.

A.1 Labor market clearing

The labor market clearing condition requires that the demand for labor be equal to the supply

of labor. Because labor does not enter the utility function, consumers always provide their

unit of labor to the market. This implies that the supply of labor is always equal to the mass

of consumers, L. There are two sources of demand for labor. Incumbent firms demand LP

units of labor for production, and entrants demand LE units of labor to pay the entry costs.

Therefore, the labor market clearing condition implies that L = LP + LE = LP + MEfE,

where ME denotes the mass of potential entrants. From the free entry condition, it must

be the case that the expected value of entry equals fixed entry costs, v = fE. At the same

time, stationarity requires that the mass of entrant equals the mass of firms forced to exit,

ME = δM . Together, these results imply that

LE = MEfE = δMv. (20)

Firms are assumed to finance the entry cost by issuing equity. Since there is a continuum of

firms, and the productivity and consumer tastes distributions are independent across firms,

consumers can diversify away the idiosyncratic risk of stochastic shocks to firm’s productivity

and demand. Equation (20) implies that payments to labor used in entry equal the rate of
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return received on the average value of the firm, which implies consumers break even on their

equity holdings.

Aggregate revenue are divided into payroll to production workers and return on equity to

shareholders as follows: R = LP + δMv. This implies that payroll is given by LP = R− δMv

(recall that, without loss of generality, the wage rate is normalized to 1). Using this result

along with (20) in the labor market clearing condition imply that L = R− δMv + δMv = R.

Therefore, equilibrium expenditure is equal to the size of the labor force.

A.2 Stationary distributions

In a stationary equilibrium, the flows in and out of each value of productivity and demand

parameter must be equal. These flows depend on the distributions from which these variables

are drawn upon entry and the conditional distributions from which they are drawn following

a stochastic shock. Productivity stationarity requires that, for each level of productivity

δMg(ϕ) = ME gE(ϕ) +M

∫ ϕH

ϕL

gC(ϕ|ψ)g(ψ)dψ, (21)

where g(ϕ) denotes the stationary probability density function (pdf) of productivity with

cumulative distribution G(ϕ), gE(ϕ) is the pdf of the entry distribution of productivity GE(ϕ),

and δ, ME, and M are constants. The left hand side of the equation represents the outflow of

firms hit by the bad shock and forced to exit. The first term on the right-hand side denotes

the inflow of new entrants in the industry and the second term is the inflow of firms due to

productivity shocks.

Recall that stationarity requires ME = δM . Therefore, dividing both sides of equation

(21) by δM yields

g(ϕ) = gE(ϕ) +
1

δ

∫ ϕH

ϕL

gC(ϕ|ψ)g(ψ)dψ. (22)
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Equation (22) is a non-homogeneous Fredholm equation (a.k.a. Fredholm equation of the

second kind). Under the maintained assumptions, the two (known) functions gE(ϕ) and

gC(ϕ|ψ) are continuous on bounded sets. If there is a constant Z such that gC(ϕ|ψ) ≤ Z < δ,

there exists a unique solution to the integral (Kolmogorov and Fomin (1970)). As a result,

there exists a unique stationary distribution of firm productivity. Note that the equilibrium

distribution does not depend on the size of the economy (L or M).

Similarly, the stationary distribution of demand across varieties must satisfy

δMh(λ) = ME hE(λ) +M

∫ λH

λL

hC(λ|ψ)h(ψ)dψ, (23)

where h(λ) denotes the stationary probability density function (pdf) of demand with cumu-

lative distribution H(λ), hE(λ) is the pdf of the entry distribution of productivity HE(λ),

and δ, ME, and M are constants. The left-hand side of the equation represents the outflow

of firms hit by the bad shock and forced to exit. The first term and second term on the

right-hand side denote the inflow due to new entrants and demand shocks. Equation (23)

can also be written in the form of a Fredhom integral and the conditions for existence and

uniqueness are similar as those discussed for equation (22).

A.3 Bellman equation

I now discuss the solution to the Bellman equation (9) which defines the value of the firm

and the equilibrium mass of firms. Consider the following trial solution

v(ϕ′,Λ′) = aπ(ϕ′,Λ′) + b

∫
ϕ

∫
Λ

η(ϕ′′,Λ′′)π(ϕ′′,Λ′′)dHC(Λ′′|Λ′)dGC(ϕ′′, ϕ′), (24)
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where a and b are parameters and η(ϕ,Λ) is a function to be determined. Replacing with the

trial solution (24) in the Bellman equation (9) yields

v(ϕ,Λ) = π(ϕ,Λ) (25)

+ (1− δ)
∫
ϕ

∫
Λ

[
aπ(ϕ′,Λ′) + b

∫ ∫
η(ϕ′′,Λ′′)π(ϕ′′,Λ′′)dHC(Λ′′|Λ′)dGC(ϕ′′, ϕ′)

π(ϕ′,Λ′)

]
dHC(Λ′|Λ)dGC(ϕ′, ϕ),

where HC(Λ) ≡
∏

N HC(λ). This implies that a = 1 and b = 1− δ and

η(ϕ,Λ) = 1 + (1− δ)
∫
ϕ

∫
Λ

K(ϕ,Λ, ϕ′,Λ′)η(ϕ′,Λ′)dHC(Λ′|Λ)dGC(ϕ′, ϕ), (26)

where K(ϕ,Λ, ϕ′,Λ′) = π(ϕ′,Λ′)/π(ϕ,Λ) is a know continuous function defined over bounded

sets. The solution for η(ϕ,Λ) is a non-homogeneous multivariate Fredholm integral. Conditions

for existence and uniqueness are discussed in Allouch et al. (2012).

A.4 Export productivity threshold

Using the structure of the model, it is possible to express firm conditional profits as a function

of the productivity threshold for interregional sales and demand shocks only.18 From the

definition of ϕx, π(ϕx, λH) = 0 such that rX(ϕx, λH) = εfX . It follows that

rD(ϕ, λ) =

(
τϕλ

ϕXλH

)ε−1
fX , πD(ϕ, λ) =

(
τϕλ

ϕXλH

)ε−1
fX

rX(ϕ, λ) =

(
ϕλ

ϕXλH

)ε−1
fX , πX(ϕ, λ) =

[(
ϕλ

ϕXλH

)ε−1
− 1

]
fX (27)

rI(ϕ, λ) =

(
τϕλ

ϕXλH

)ε−1
fX , and πX(ϕ, λ) =

[(
τϕλ

ϕXλH

)ε−1
− 1

]
fX .

Further, using the definition for the productivity thresholds in (6) and making use of the fact

that ϕxλH = (εfX/R)1/(ε−1)τ/Pρ, it follows that IX(ϕ, λ) = 1 if and only if λ > λHϕX/ϕ

and ϕ > ϕX , and 0 otherwise. Similarly, II(ϕ, λ) = 1 if and only if λ > λHϕX/τϕ and

18Melitz (2003) solves for the profitability threshold for survival in the industry. In the current model,
this is always the lower bound productivity ϕL. This happens because there is no domestic production costs.
Instead, I solve for the productivity threshold above which firms engage in interregional sales.
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ϕε−1 > (fI − fX)ϕX/fX(τ ε−1 − 1), and 0 otherwise. Using these results into the definition

of profit (8) shows that firm conditional profits depends only on the export profitability

threshold ϕX . The results also make clear that firm profits are monotonically decreasing in

the export profitability threshold, ∂π(ϕ, λ)/∂ϕx < 0.

Using the solution for the firm value function, given in equation (26), into the free entry

condition (10) and differentiating with respect to the export threshold, ϕx, yields

∂v

∂ϕX
=

∫
ϕ

∫
Λ

[
∂π(ϕ,Λ)

∂ϕX
+ (1− δ)

∫
ϕ

∫
Λ

∂η(ϕ′,Λ′)

∂ϕX
π(ϕ′,Λ′)dHC(Λ′|Λ)dGC(ϕ′|ϕ) (28)

+ (1− δ)
∫
ϕ

∫
Λ

η(ϕ′,Λ′)
∂π(ϕ′,Λ′)

∂ϕX
dHC(Λ′|Λ)dGC(ϕ′|ϕ)

]
dH (Λ)dG(ϕ).

The first and last term in the square bracket are negative because an increase in export

threshold reduces profits for all firms (i.e., ∂π/∂ϕX < 0). By definition, as δ → 1, η(ϕ,Λ)→ 1,

and ∂η/∂ϕX = 0, such that the second term in the square bracket goes to zero. Also, as in

Bernard et al. (2010), when the probability of receiving shock becomes small (i.e.,GC(ϕ|ϕ)→ 1

and HC(λ|λ) → 1), η(ϕ,Λ) → 1/δ and ∂η/∂ϕX = 0, and the second term in the square

bracket goes to zero. Therefore, for large enough values of exit shock δ or small enough

probability of productivity and demand shocks, v is monotonically decreasing in ϕX . As

shown in the free entry condition (10), firms will continue to enter the industry until the

expected value of entry is equal to the entry costs such that there exists a unique equilibrium

value of ϕ∗X for each value of the fixed entry costs fE.

A.5 Equilibrium mass of firms

The equilibrium mass of producing firms can be determined by dividing aggregate revenue,

R, by the average revenue of a firm conditional on production, r

M =
R

r
, with r =

∫
ϕ

∫
Λ

r(ϕ,Λ)dH (Λ)dG(ϕ), (29)
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where revenue across all markets for a firm with productivity ϕ and demand shocks Λ,

r(ϕ,Λ), can be constructed from equation (27) and depends only on the export productivity

threshold ϕ∗x and the stationary distribution of productivity and tastes.

A.6 Price index

The price index is a function of the mass of firms in each market and the distribution of firms

in productivity-demand space. It is defined as

P ε−1 =

∫
x

p(x)1−εdx = Mρε−1

[∫ ϕH

ϕL

ϕε−1dG(ϕ)

+ (N − 1)τ 1−ε
∫ ϕ∗

I

ϕ∗
X

[H(λI(ϕ))−H(λX(ϕ))]ϕε−1dG(ϕ)

+ (N − 1)

∫ ϕH

ϕ∗
I

[1−H(λI(ϕ))]ϕε−1dG(ϕ)

]
, (30)

where G(ϕ) and H(λ) represent the stationary distribution of productivity and demand

defined from equations (21) and (23), and N denotes the number of regions. The first term

in square bracket is the contribution of domestic firms to the price index, while the second

and third terms capture the effects of interregional sales and investment firms, respectively.

Given a mass of firms, stationary distribution for productivity and tastes shocks, and the

export productivity threshold, it is possible to compute the equilibrium price index. This

completes the characterization of the unique equilibrium of the model.

B Analysis

In this section, I show how the features of market switching that motivate the empirical

analysis can be derived from the theoretical model.
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B.1 Multiregional vs. single-region firms

The revenue of region-i firm depends on productivity and demand shocks as follows

ri(ϕ,Λ) =

[
1 + τ 1−ε

∑
j 6=i

IjX(ϕ,Λ)λj +
∑
j 6=i

IjI (ϕ,Λ)λj

]
Aϕε−1. (31)

This equation shows that revenue is increasing in firm productivity because revenue per

market is greater and the probability of serving multiple markets is higher

∂ri(ϕ,Λ)

∂ϕ
= (ε− 1)

ri
ϕ

+

[
τ 1−ε

∑
j 6=i

λj
∂IjX(ϕ,Λ)

∂ϕ
+
∑
j 6=i

λj
∂IjI (ϕ,Λ)

∂ϕ

]
Aϕε−1 > 0. (32)

The inequality follows because the probability of interregional sales or investment is increasing

in firm productivity

∂Ijk(ϕ,Λ)

∂ϕ
= −∂H[λk(ϕ)]

∂λ
· ∂λk(ϕ)

∂ϕ
=
h[λk(ϕ)] · λk(ϕ)

ϕ
> 0, for k ∈ X, I, (33)

and revenue from local subsidiary sales are higher then revenue from interregional sales (i.e.,

τ 1−ε < 1). From that result, it is clear that the average revenue across demand shocks (i.e.,

ri(ϕ) =
∫
Λ
ri(ϕ,Λ)dΛ) will be increasing in firm productivity. The probability that a firm is

a MRF is given by P (II = 1|ϕ) = H[λI(ϕ)]. As shown in equation (33), this probability is

increasing in firm productivity. It follows that more productive firms are larger on average

and more likely to be MRF.

B.2 Empirical patterns of region switching

The model features steady-state region entry and exit within firms as a result of idiosyncratic

firm productivity shocks and firm-region demand shocks. The extent of steady-state region

switching depends on the number of regions that are not currently served through local
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subsidiary by a firm with productivity ϕ, which depends on the stationary distribution of

demand shocks H(λ).

The probability that a firm will open a new subsidiary equals to the probability of drawing

a productivity and demand shocks pair such that the firms interregional investment provides

the highest (non-negative) profits in that region, i.e., P (IjI (ϕt+1,Λt+1) = 1|IjI (ϕt,Λt) = 0).

This probability is increasing in firm productivity for two reasons. First, the probability of

drawing a high productivity shock is increasing in current productivity. Second, the range

of demand shocks for which the firm finds interregional investment optimal is increasing in

productivity.

The probability that a firm will stop production in a region is given by P (IjI (ϕt+1,Λt+1) =

0|IjI (ϕt,Λt) = 1). This probability is decreasing in firm productivity because the probability of

drawing a new productivity lower than the current productivity is decreasing in productivity,

and the range of demand shocks for which the firm finds interregional investment optimal is

increasing in productivity. To exit a region and survive, the firms need to have an establishment

in at least two regions. This implies that region switching will be concentrated amongst the

most productive firms in the industry.

The expected net change in the number of establishments owned by a firm (i.e., the

number of regions with local presence) is given by the sum across regions over the probabilities

of entering a region and exiting a region

∑
j

P (IjI (ϕt+1,Λt+1) = 0|IjI (ϕt,Λt) = 1) + P (IjI (ϕt+1,Λt+1) = 0|IjI (ϕt,Λt) = 1). (34)

Because the probability of entry is increasing in productivity and the probability of exit

is decreasing in productivity, it follows that net changes in the number of establishment is

positively correlated with productivity. Further, since the probability of a positive shock to

productivity is increasing in productivity, changes in productivity are also correlated with
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net changes in the number of establishments. These results show how changes in productivity

and size are related to changes in number of regions.
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