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Abstract 
 

This paper examines how the state of the economy when businesses begin operations affects their 
size and performance over the lifecycle. Using micro-level data that covers the entire universe of 
businesses operating in the U.S. since the late 1970s, I provide new evidence that businesses born 
in downturns start on a smaller scale and remain smaller over their entire lifecycle. In fact, I find 
no evidence that these differences attenuate even long after entry. Using new data on the 
productivity and composition of startup businesses, I show that this persistence is related to 
selection at entry and demand-side channels. 
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1 Introduction

The 2007–2009 recession and anemic recovery have reinvigorated the study of persistence in busi-

ness cycle fluctuations. This fundamental issue motivates an extensive theoretical literature, whose

central goal is to understand propagation mechanisms. Recent empirical contributions by Fort,

Haltiwanger, Jarmin, and Miranda (2013), and Decker, Haltiwanger, Jarmin, and Miranda (2014)

suggest that the entry and exit dynamics of startup businesses is critically important for understand-

ing business cycle fluctuations. Firm births account for a significant portion of total job creation

and productivity growth in the U.S. economy. Despite the importance of entry and exit dynamics in

business cycle fluctuations, little is known about the role of post-entry dynamics in the propagation

of economic shocks over time.

In this paper, I provide new evidence that businesses born during recessionary periods start on

a smaller scale and remain smaller over their entire lifecycle. In fact, I find no evidence that

the average size of cohorts reverts toward the mean over time. This is a surprising result: in the

absence of other frictions the wedge between the size of businesses born in good and bad times should

gradually disappear as the initial shocks subside. The fact that it does not suggests that the growth

dynamics of businesses over their lifecycle may play a complex and previously unexplored role in the

persistence of economic fluctuations. To identify and understand the mechanisms that explain this

empirical pattern, I take advantage of detailed micro-level data available from the Census Bureau’s

Longitudinal Business Database (LBD) on the location, industry, and organizational structure of

every non-farm establishment operating in the United States between 1976 and 2011.

I begin by assessing whether the average size of businesses that begin operations during expansions

(“expansionary startups”) differs from that of businesses that begin operations in recessions (“reces-

sionary startups”). I estimate these effects using a model that decomposes longitudinal outcomes

into age-period-cohort effects. This methodology is well suited to measure the effect of initial eco-

nomic conditions faced by each generation of businesses while accounting for businesses’s lifecycle

patterns and the effect of current business cycle conditions on all businesses. The results are striking:

a one percent deviation of the real gross domestic product (GDP) from its trend is associated with

a one percent increase in the average size of the cohort born in the same year. The procyclicality
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of average cohort size is robust to using alternative measures of economic activity that capture fluc-

tuations in aggregate uncertainty, labor market conditions, and access to credit markets. Overall,

this evidence is consistent with the hypothesis that differences in initial economic conditions affect

the initial investment decisions of startup businesses.

After documenting that the average business size across cohorts is significantly affected by aggregate

economic conditions at inception, I evaluate the evolution of this effect over the businesses’ lifecycle.

I find that the size gap is highly persistent as cohorts age, and does not attenuate over time. A one

percent increase in the initial aggregate real GDP is associated with a 1.0 percent increase in average

size in the short run and a 1.2 percent increase in the long run. These results are not consistent with

the notion that the effects of initial economic conditions on firm dynamics are short lived. Rather,

they suggest that the average business size is strongly influenced by temporary economic shocks at

the time of inception and, as such, the cohort lifecycle dynamics are path dependent and exhibit

hysteresis.1

There are at least two broad economic forces that can explain the observed differences in firm

dynamics across cohorts. First, systematic differences in the quality of businesses entering during

economic booms and recessions could create differences in initial investment and growth patterns.

The expected value of a new business and the outside options of entrepreneurs depend heavily on

current economic conditions. Therefore, the quality of new entrepreneurs may vary systematically

with the business cycle. To empirically examine this mechanism, I develop new data that tracks

annual revenue at the firm level and build measures of revenue per employee in the LBD. I document

that recessionary startups are, on average, more productive than expansionary startups. In addition,

I find that the composition of businesses born during economic downturns is tilted toward sectors

that require a greater amount of technical skill and entrepreneurial quality. Overall, these results

suggest that the average quality of new entrepreneurs is countercyclical, which means that other

economic forces must be responsible for the observed differences in initial investment and growth

over time. The differences in average entrepreneurial quality should, if anything, mitigate the initial

size discrepancy between expansionary and recessionary cohorts.

1This result is somewhat related to the extant literature documenting that wages of individuals graduating in
recessions are negatively affected by the initial conditions even after these conditions have subsided (Kahn, 2010;
Oreopoulos et al., 2012).

2



Second, the observed differences in firm dynamics across cohorts could also be caused by economic

constraints on the ability of businesses to adjust their size following an initial investment. These

mechanisms could take the form of capital adjustments costs or, alternatively, could be related to

the inability of businesses to overcome demand-side constraints. I exploit differences in physical

capital intensity across sectors (e.g. Hall, 2004) to formally examine if capital adjustment costs affect

the observed persistence in size differences across cohorts. The findings suggest that differences in

physical capital intensity are not significantly associated with differences in size persistence. I then

use sectoral differences in the importance of product reputation and customer relations to gauge

whether demand-side channels might explain the size persistence observed in the data. I employ two

proxies for the sectoral importance of these demand-side channels: the share of total inputs spent on

advertising and the product differentiation index developed by Gollop and Monahan (1991). I find

that these proxies are significantly related to the persistence of size differences across cohorts. My

empirical findings suggest that the process of demand accumulation through consumer reputation

and brand awareness affects the ability of recessionary startups to catch up to their expansionary

counterparts.

This paper relates to a number of existing literatures. First, I contribute to the empirical literature

on aggregate employment dynamics and its links to business microstructure. Previous literature

recognizes that there is substantial heterogeneity in the composition of businesses in an economy

and that understanding such variation is critical to study how economic shocks affect employment.

Moscarini and Postel-Vinay (2012) documents that the negative correlation between net job creation

and the unemployment rate is more pronounced for large firms. By contrast, Fort et al. (2013)

shows evidence that younger and smaller businesses are more sensitive to business cycle shocks

because the difference between the net job creation rate of young/small and large/mature businesses

declines during recessions. More recently, Haltiwanger et al., 2013 provide evidence that age is

more important than size in explaining employment creation by firms. Ouimet and Zarutskie

(2014) and Davis and Haltiwanger (2014) suggest that the secular decline in the share of young

businesses disproportionately affects the younger and less-educated individuals who are more likely

to be hired by these firms. I contribute to this work by arguing that the cohort composition of

businesses in an economy has important implications for its aggregate gross and net job creation.
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Moreover, my results suggest that the lower business dynamism of recessionary cohorts could have

negative implications for the labor market outcomes of individuals that enter the labor market

during downturns.

The facts presented in the paper also speak to an important literature on the propagation of

aggregate economic shocks (Cogley and Nason, 1995; King and Rebelo, 1999). The notion that the

economic conditions faced by a startup business at inception can have long-lasting consequences

for their performance has received little attention by the literature. The exception is Sedlácek and

Sterk (2014).2 This paper studies cohort-level employment in the U.S., and documents that total

employment variations across cohorts are found to be persistent, and largely driven by differences

in average firm size. Unlike this study, I use micro-level data to empirically estimate how much

aggregate economic conditions affect the average size and growth trajectory of businesses. Moreover,

I use the granularity of the data to examine the mechanisms that govern this relationship.

This paper is also related to a literature that studies the relationship between entrepreneurial activity

and business cycles (e.g. Caballero and Hammour (1994), Bernanke and Gertler (1989) Rampini

(2004)). Caballero and Hammour (1994) uses a “vintage model of creative destruction” to study

the entry and exit of firms in response to fluctuations in aggregate demand and finds that startup

rates in the economy depend heavily on the structure of startup costs. The literature also suggests

that during economic booms, agency frictions between financial intermediaries and entrepreneurs

are less pronounced, which allows entrepreneurs to borrow and invest more (e.g. Bernanke and

Gertler (1989)). In this setting, there is a lagged procyclical mechanism running from output to

entrepreneurship. Rampini (2004) proposes a model in which positive shocks to an economy increase

the productivity of business activities, thereby making agents more willing to tolerate the risk of

starting a firm. I add to this literature by examining not only how startup rates vary over the

business cycle but also how the quality and evolution of these startups depend on initial business

cycle conditions.

Finally, this paper also contributes to the literature that examines the role of cohort effects in the

labor market. This literature suggests that the economic conditions faced by workers when they

2There are also papers inspired by the organizational ecology literature, which suggest that founding conditions
can have long-lasting effects because of the importance of initial strategic choices (e.g. Boeker, 1989) or initial stocks
of financial and human capital (Cooper, Gimeno-Gascon, and Woo, 1994).
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enter the labor market significantly affect their future earnings. Baker et al. (1994) documents that

the initial wage of workers within a firm is affected by the business cycle and that workers who start

with higher wages maintain this advantage over time. More recently, Kahn (2010) and Oreopoulos,

von Wachter, and Heisz (2012) offer causal evidence that initial labor market conditions significantly

affect the lifecycle wage profile of graduating students. Other work suggests that these effects are

also found in the market for CEOs. Schoar and Zuo (2013) finds that the economic conditions when

individuals become CEOs have a lasting effect on their careers and managerial styles. My paper

expands this line of analysis to firm dynamics and shows that firms’ post-entry dynamics are also

significantly influenced by economic conditions at their time of entry.

I begin the remainder of the paper by documenting the main empirical regularities on which the

paper is based. In sections 3 and 4, I investigate the economic mechanisms that could explain the

empirical patterns observed in the data. Section 5 concludes.

2 The Persistent Effect of Entry Conditions

In this section I show that the average size of businesses varies with business cycle conditions

at inception. I document that, at any stage of their lifecycle, businesses born in downturns are

smaller than comparable businesses born in expansionary periods. To evaluate the magnitude of

this correlation, I estimate cohort effects by implementing age-period-cohort models.

2.1 Empirical Methodology

Age-period-cohort models are used to isolate the effect of belonging to a certain cohort from the

effects of the aging process and current economic conditions. This methodology is commonly used

in the literature on individuals’ lifecycle consumption and income dynamics. I extend it to the

study of firm dynamics. In this setting, the cohort effects capture differences in average size across

generations, irrespective of the particular period or age at which a business is observed. The age

fixed-effects capture the impact of lifecycle patterns on the size of businesses, and the period fixed-

effects capture aggregate shocks that affect the size of all businesses during a particular period,

5



irrespective of their cohort and age.

I formally present the age-period-cohort models by expressing the outcome of interest (Y ) of business

j of type x as a linear summation of age (a), period (t) and cohort (c) functions, a constant, and

an error term (ux
j,ct):

Y x
j,ct = αx + Γx

a + Λx
t +Bx

c + ux
j,ct

in which Γx
a, λ

x
t , B

x
c represent a set of functions capturing the age, time, and cohort-effects, and x

represents a homogeneous group of businesses that share the same industry, location, legal status,

and multi-unit status.

Because there is no obvious pattern for the functions Γx
a, λ

x
t , B

x
c , I would ideally implement fixed-

effects for age, time, and cohort and allow the data to determine the functional form. However,

there is an exact linear relationship between the three effects. As a result the identification of the

level effects for these three factors requires additional normalization or exclusion assumptions. The

extant literature has dealt with this problem using multiple approaches. One possible approach is

to treat age, cohort, and period effects as proxy variables for underlying variables which are not

themselves linearly dependent (Heckman and Robb, 1985). In this paper, I use this approach by

treating indicators of business cycle conditions at the time of inception as proxies for cohort fixed-

effects. An alternative approach is to make case-specific normalizations. Deaton (1997) suggests a

normalization that makes the year effects average zero over the sample period and be orthogonal to a

time trend, such that all growth is attributed to age and cohort effects. The underlying assumption

is that the current cyclical fluctuations are zero on average over the long run. I employ a similar

approach in the paper as a robustness check.

The universe of businesses encompasses substantial heterogeneity that can affect the age, cohort, and

time profiles. Using granular information from the LBD on the sector, location, and organizational

form of each business, I account for some of that heterogeneity to better isolate the cohort effects.

In the baseline specification, I implement the age-period-cohort model presented above by assuming

that cohort effects are a proxy for underlying economic conditions, which are measured using busi-

ness cycle indicators at the time of inception. I formally evaluate the correlation between indicators

of business conditions in the period when businesses begin operating and the size of these businesses
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throughout their lifecycle by estimating:3

lnYj,ct = α + γa + λt + β lnZc + controls + uj,ct (1)

in which the functions γa and λt are age and period fixed-effects, respectively. Under the standard

exogeneity restrictions, the main coefficient of interest, β, measures the average percent change in

size resulting from a one percent cohort-specific variation in the business cycle indicator Zc. This

coefficient captures the elasticity of average size with respect to the economic conditions at entry

after controlling for the economic conditions that each business faces over its entire lifecycle and for

the effects of the aging process of the firm.

The model specified above does not allow the effect of cohort on size to vary over the lifecycle of the

firm. However, it is plausible that the effects of economic conditions at inception gradually subside

as a business becomes older. To investigate whether cohort effects disappear over the lifecycle of

the business, I implement the following specification in which lnZc interacts with age:

lnYj,ct = α + γa + λt + b lnZc + κa lnZc × Age+ controls + uj,ct (2)

in which the parameter b is the elasticity of size with respect to fluctuations in Zc in the first year

of activity, and the parameter κ captures how the average elasticity evolves with each extra year

of activity. I also consider a non-parametric specification in which I allow for cohort effects to vary

non-monotonically with age:

lnYj,ct = α + γa + λt +
A∑

a=1

κaDa lnZc + controls + uj,ct (3)

in which Da are indicator variables that take the value of one if the business establishment is a years

of age. The series κa measures the effect of economic conditions at inception when the business is

a years of age. This series allows me to examine the economic and statistical significance of the

average elasticity of size with respect to business cycle conditions at inception at any point of the

lifecycle of the business.

3I use the logarithm specification because the growth in the covariates seems to move size proportionately as the
fit of alternative specifications are worse.
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I consider an alternative formulation that does not rely on any specific proxy for the business cycle

at inception. In this alternative framework, I follow Deaton (1997) and estimate the cohort effects

non-parametrically:

lnYj,ct = α + γa + λt +
C∑
c=1

β̃cD̃c + controls + uj,ct (4)

where
∑C

c=1 β̃c = 0 and
∑C

c=1 cβ̃c = 0. I apply the Deaton normalization to cohort effects rather

than to period effects because the objective of this study is to capture the effect of entry year at

business cycle frequencies. This normalization thus allows age and time effects to capture long-run

trends in the evolution of the outcome of interest. I evaluate the robustness of the results obtained

with the baseline specification by comparing the series of cohort fixed-effects estimated using this

alternative method {β̃1, ..., β̃C} with the series of business cycle indicators {lnZ1, ..., lnZC}.

2.2 Data Description

2.2.1 The Life Cycle Outcomes of Businesses

In this paper, I study the evolution of business size using confidential data from the U.S. Census

Bureau Longitudinal Business Database (LBD) and the U.S. Census Bureau Business Register (BR).

The LBD is a longitudinally linked dataset that covers the entire universe of non-farm establishments

and firms in the U.S. private sector that have at least one paid employee (Jarmin and Miranda,

2002).4 This administrative database covers nearly every employer business in the U.S. and is an

exceptional source of information on employment dynamics.5 I use the BR to obtain data from

annual business tax returns and compute a measure of revenue defined as the ”value of shipments,

sales, receipts or revenue.” The LBD includes annual observations beginning in 1976 and currently

runs through 2013, while the BR revenue data are only available starting in the mid-1990s.

4The LBD employment and number of establishments tracks closely those of the County Business Patterns (CBP)
and Statistics of U.S. Business(SUSB) programs of the U.S. Census Bureau (Haltiwanger et al., 2013).The CBP
excludes crop and animal production; rail transportation; National Postal Service; pension, health, welfare, and
vacation funds; trusts, estates, and agency accounts; employees of private households; and public administration. It
also excludes most establishments reporting government employees.

5The LBD underlies the publicly available statistics provided by the Business Dynamic Statistics (BDS). Many
of the patterns we discuss in this paper can be readily seen in the BDS. However, the LBD microdata has several
advantages over the public domain data. First, it has a panel structure allowing to follow individual establishments
over time. Second, it has more detailed information on industry and location, as well as firms ownership. Finally, it
permits the construction of alternative measures of business birth and exit.
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The unit of observation in the LBD is the establishment, which is a single physical location where

business is conducted or where services or industrial operations are performed. By using the ap-

propriate firm identifiers it is possible to aggregate the establishment data into firm-level measures.

A firm is a business organization consisting of one or more establishments that are under common

ownership or control. Firms with multiple establishments often span multiple geographic areas and

industries. I focus my empirical analysis at the establishment level and, as such, I avoid addressing

questions about the definition of ownership and control. The empirical evidence on decentralization

among U.S. firms suggests that establishment managers have substantial hiring and investment

discretion (Bloom, Sadun, and Van Reenen, 2010). In addition, changes in establishment size are

independent of reallocation across firms due to mergers and acquisitions.6 Moreover, an establish-

ment has a precise location and sector, which are essential factors in the empirical analysis. In the

1978–2012 period, around twenty percent of establishments were part of multi-unit firms. To as-

suage concerns that my empirical findings are substantially different at the firm level, I also provide

robustness results using the firm as the unit of analysis.

The identification of entries and exits by establishments is critical to my analysis.7 I identify each

establishment in the LBD as a birth, death, or continuer. A birth is defined as the period during

which an establishment makes its first appearance in the universe of employer businesses.8 A death

is defined as the period when the activity of an establishment ceases.9

I use the level of employment of an establishment as the main measure of its size. The LBD defines

employment as the number of full- and part-time employees on the payroll as of March 12th of each

calendar year. Accordingly, I measure employment in year t as the number of employees as of March

12th of that year.10 I complement this information on employment with revenue and productivity

measures. The previous literature on revenue and productivity focuses on the manufacturing sector

6Establishments can be acquired, divested, or spun off into new firms, so the ownership structure of firms can be
very complex.

7Appendix A.1 provides extensive details on the longitudinal construction of the LBD.
8The moment in which an establishment enters the LBD may not necessarily coincide with the moment the

establishment was effectively created. Some establishments may have started operating as a non-employer business,
and then evolved into an employer business.

9Note that establishments that change ownership (sold to another owner) are not considered an establishment
exit.

10I consider an alternative measure of employment in year t, defined as average number of employees of March
12th of year t and March 12th of year t+ 1.
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due to data limitations. I develop new data that tracks annual revenue at the establishment level

(for single-unit firms) and at the firm level for the entire U.S. private sector. To my knowledge, this

is the only paper other than Haltiwanger et al. (2015) to track revenue and employment outcomes

for the entire universe of businesses. I use this new data to compute measures of labor productivity

for all sectors.11

The universe of businesses encompasses substantial heterogeneity. Using detailed information from

the LBD on business characteristics, I partially account for that heterogeneity. In my empirical anal-

ysis, I condition on the sector (mostly using 4-digit NAICS codes), geographical location, whether

the establishment belongs to a firm with multiple establishments (single or multi-unit firm), and

the type of legal ownership of the business (e.g. corporation, self-proprietorship, partnership, or

other organizational form). Appendices A.1 and A.2 offer a complete description of these variables.

The main sample includes all establishments born between 1978 and 2001 and their outcomes over

ten years of activity (sample 1 ).12 This means that the first cohort under analysis is the set of

establishments created in 1978, which I track from 1979 through 1988, and the last cohort under

analysis is the set of establishments born in 2001, which I track from 2002 through 2011. I exclude

the outcomes of each cohort during its year of inception because of the difficulty in comparing

employment levels for firms that start their operations before and after March 12th of each year.

I include establishments that exit before they complete ten years of activity. Hence, this sample

follows the evolution of establishment size conditional on survival.

To ensure that the results are robust, I employ other sample selection criteria. The frequent exit of

firms from the sample raises the possibility of non-random attrition. To assuage these concerns, I

consider an alternative sample (sample 1.1 ), which is restricted to establishments that were active

for at least 10 years, and thus measuring the effect on employment conditional on being active for

11I was not able to obtain information on revenue for approximately 30 percent of establishments. Real revenue is
defined as the value of shipments, sales, receipts, or revenue (in thousands), deflated by industry-specific value added
deflators. BR’s revenue measure is based on administrative data from annual business tax returns. Unlike payroll
and employment, which are measured at the establishment level going back to 1976, the nominal revenue data are
available at the tax reporting or employer identification number (EIN) level starting in the mid-1990s. Thus, in the
SSEL, revenue is only measured at the establishment-level for single location firms. For multi-unit firms, we cannot
obtain establishment-level measures, only firm-level revenues. Appendix A.2 provides details on the algorithm to
obtain nominal revenue and the deflation method.

12The LBD does not allow us to determine the age of establishments that already existed in 1976. At the same
time, there is some concern with larger measurement error in the first years of the LBD, therefore I consider only
cohorts born after 1978 (Moscarini and Postel-Vinay, 2012).
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more than 10 years. Samples 1 and 1.1 are balanced in that I do not use more years for older cohorts.

I also consider a sample consisting of all establishments born between 1978 and 2001 and their

outcomes until 2011 regardless of the cohort under consideration (sample 1.2 ). Finally, the prior

samples do not include the cohorts born from 2002 to 2010. These cohorts may have characteristics

that are unlike those of any other cohort. Therefore, I also use an unbalanced sample of cohorts

from 1978 until 2010 (sample 1.3 ), excluding the cohort born in 2002. In 2002 the U.S. Census

made changes to the BR that resulted in an abnormal number of businesses classified as entrants

during that year.

The longitudinal analysis of revenue and revenue per employee is restricted to a sample of establish-

ments for which both revenue and employment information is available (sample 2 ). Revenue data is

only available from 1994 on. Moreover, I cannot obtain revenue data for approximately 30 percent

of the single-unit establishments for which I have employment information. To obtain a balanced

sample with a sufficiently large number of cohorts, I restrict the panel to five years of activity. As a

result, the main sample used to study revenue and revenue per employee includes the first five years

of activity for establishments born between 1994 and 2007 (excluding the cohort born in 2002).

Table 1 reports summary statistics for the samples used in the empirical analysis. The main

employment sample has around 12.8 million establishments and 78.3 million establishment-years.

The sample that contains both employment and revenue information has approximately 3.8 million

establishments and 14.5 million establishment-years. Importantly, the descriptive statistics suggest

that there are not significant differences across samples regarding the summary statistics of the

main dependent variables.

2.2.2 Business Cycle Conditions at Inception

In my baseline specification, I treat cohort effects as a proxy for economic conditions at inception,

which are measured by business cycle variables. The primary business cycle indicator in this paper

is the annual real Gross Domestic Product (GDP). To capture the cyclicality of entry conditions, I

apply a Hodrick-Prescott filter,13 or compute the demeaned deviations of log differences. Hence the

business cycle conditions for each entrant are expressed either in terms of the log deviation of the

13Using a smoothing parameter of 6.25, as suggested by Ravn and Uhlig (2002) for annual data.
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real GDP from its trend or the demeaned log differences in real GDP during the entry year. I also

consider other indicators of business cycle conditions such as annual total employment, annual per

capita personal income, annual unemployment rate, yearly average of the monthly Newspaper-based

Index of Economic Policy Uncertainty, and the yearly average of the monthly National Financial

Conditions Index from the Federal Reserve. Appendix A provides details on the sources of these

variables. The Panel A of Table 2 reports summary statistics of these indicators between 1978–2012

and their correlations with the annual real GDP.

I also conduct additional empirical tests in which I use industry-specific and local indicators of

economic conditions such as annual nominal GDP, aggregate employment and other composite

proxies.14 I take the industry output and employment measures directly from the BEA’s industry

accounts. I compute a composite proxy of downstream fluctuations by industry using the input-

output tables and information on output by industry. This proxy measures the magnitude of

demand shocks faced by businesses in a given industry. I provide details on the computation of this

proxy in the appendix A. I also compute proxies of local economic conditions during the entry year.

I define local markets at multiple levels, specifically state, county, and core-based statistical areas

(CBSA) and I compute per capita annual personal income, and annual total employment at those

levels.15 Panels B and C of Table 2 report summary statistics for these indicators between 1978

and 2012.

2.3 Main Results

I begin my empirical analysis by evaluating the relationship between the size of businesses over

their lifecycle and the business cycle conditions at inception. I estimate the baseline specification

of equation (1) using the level of employment as the dependent variable and the log deviation of

aggregate real GDP as the proxy for cohort effects. Table 3 reports the results of this analysis. The

results presented in column 1 show that the coefficient of the proxy for business cycle conditions at

inception is positive and statistically significant, i.e. recessionary startups are smaller, on average,

14There is no information on real GDP at the level of the industry starting in 1978.
15I mostly use employment and per capita personal income instead of output because for counties and CBSAs

there is not data on GDP for the entire period of analysis.
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than expansionary ones. The results are also economically significant: the elasticity of employment

relative to fluctuations in aggregate real GDP at inception is around 1.2. This means that a

one percent deviation of aggregate output from its non-linear trend affects the average size of

establishments born in that year by more than one percent. Alternatively, I use a dummy variable

that takes the value of one if the economy grew above its trend. The results reported in column

4 reveal similar findings using this indicator. Businesses that start their operations in years with

above-trend economic growth are, on average, 2.1 percent larger.

Recent studies on the career effects of graduating during a recession suggest that there is a strong

correlation between starting wages and economic conditions when individuals enter the labor market.

This literature, however, documents that the effect of initial business cycle conditions on labor

market outcomes fades over time (Oreopoulos et al., 2012; Kahn, 2010). Similarly, low demand, high

uncertainty, and tight credit market conditions might constrain the size of businesses at inception.

Yet, it is not clear whether the initial size differences across cohorts will decay over time once the

negative effects of an economic downturn subside.

To examine whether the effect of business cycle conditions at inception disappears over time, I

interact the detrended log real GDP with the age of the establishment as in equation (2). The

interaction is positive and significant, which suggests that the cohort effects on size do not disappear

as establishments become older. One possible concern with this result is that the cohort effects do

not change monotonically as establishments age. To avoid imposing parametric assumptions, I allow

the effect of each additional year to vary by interacting the business cycle variable with a set of

indicator variables for the age of the business. These results, reported in column 3, further suggest

that the elasticity of size with respect to aggregate business cycle conditions at inception does not

decrease with age. In fact, there is no sign of reversion of the cohort effect: a one percent increase in

the aggregate real GDP at inception is associated with a one percent increase in the initial average

business size and a 1.2 percent increase in average size after ten years. To evaluate the robustness of

this result I estimate the baseline specification using employment growth as the dependent variable.

The results are reported in Column 5 of Table 3. The estimate is statistically significant and shows

that a one percent deviation of aggregate output from its non-linear trend increases the average

growth of establishments by 0.04 percentage points, which is consistent with the results presented
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above. These results challenge the notion that the effect of business cycle conditions at inception

are not persistent over time.

One potential explanation for the lack of size convergence between the expansionary and recession-

ary cohorts is that ten years is a relatively short time horizon. I examine whether the cohort effects

persist over longer horizons. I estimate equations (1)–(3) with an unbalanced sample of all estab-

lishments born between 1978 and 2001 and their outcomes for ages 1 or more. Using this sample I

estimate the average elasticity of size with respect to business cycle conditions at inception over a

34-year horizon. I present this analysis in panel A of Table C.1 in the appendix. The results of the

balanced and unbalanced sample are very similar, and there is no indication that the cohort effects

disappear over the long run. Hence, these results further reinforce the notion that recessionary

startups are smaller than comparable expansionary startups and that this gap does not close even

over long horizons.

I illustrate the relationship between business cycle conditions at inception and the average size of

establishments in Figure 1. I plot the estimated (log) size over the lifecycle of businesses in three

simulated scenarios, “good,” “neutral,” and “bad” economic conditions at inception. I define a “bad”

(“good”) entry year as a two standard deviation negative (positive) difference from the detrended

real GDP, whereas a “neutral” entry year is a year in which the real GDP grew according to trend.

The simulated lifecycle patterns are computed using the estimated coefficients of specification (1)

after normalizing the initial level of employment to the average size of a business with one year

of activity. The vertical distance between the lines depends heavily on the elasticity of size with

respect to business cycle conditions at inception β̂. Panel A plots the simulated paths using the

balanced sample (sample 1 ) which follows businesses for 10 years. Panel B plots the simulated paths

using the unbalanced sample (sample 1.2 ) which follows businesses over longer periods. Figure 1

further illustrates that the cohort effects are economically significant. On average, a three-year-old

establishment born in a “good” year employs the same number of employees as a four-year-old

establishment born in a “bad” year. Moreover, the plots suggest that the effect is stable, since the

vertical distance between the “bad” and “good” cohorts does not fade over time.

Next, I formally examine whether the previous results remain economically and statistically signifi-

cant if I use alternative business cycle indicators. In column 1 of Table 4, I replicate the estimation
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of equation (1) using the demeaned log change in real GDP as an alternative method to capture the

cyclical component of a series. The results reported in column 1 of Table 4 suggest that the prior

results are robust to this alternative detrending method. I also use the change in total aggregate

employment and unemployment rate during the inception year as business cycle indicators, thereby

focusing the analysis on labor market conditions. The results are reported in columns 2 and 3 and

suggest that using indicators of aggregate labor market conditions does not significantly alter the

prior results. Finally, I also use business cycle measures of personal income, aggregate uncertainty

(the HP-filtered natural logarithm of the newspaper-based index of economic policy uncertainty),

and financial constraints such as the Chicago Federal Reserve’s National Financial Condition Index

(NFCI). The only indicator for which I could not establish a robust empirical relation with estab-

lishment size was the uncertainty proxy. Overall, these results support the idea that the effects of

business cycles on the average size of cohorts could stem from many channels including financial

constraints, labor market conditions, or the level of aggregate demand at inception.

Another possible concern with the baseline results is that the empirical patterns that I document

are not specific to business cycle conditions in the year of inception. Prior literature (e.g. Fort et al.

(2013)) suggests that the current state of the economy affects older businesses as well. To examine

this possibility, I assess whether the effects of business cycle conditions at inception have greater

effect on the average size of cohorts than the economic conditions that these cohorts experience later

in life. I re-estimate equation (1) using business cycle conditions when the establishments are five

years old rather than at inception as the main variable of interest. The results, reported in Table 5,

suggest that the coefficient associated with business cycle conditions when the establishment is five

years old is neither statistically nor economically significant. This result suggest that the economic

conditions that businesses experience once they are more established do not place an imprint on

their future the way conditions at inception do. This empirical pattern remains robust even when

I consider the business cycle conditions at other ages as the main variable of interest.

A related issue is that the previous estimates capture not only the economic conditions at inception,

but also the weighted sum of the economic conditions that a certain cohort faces over its lifecycle.

In other words, because a bad year is likely to be followed by another bad year, the main effect could

capture the fact that recessionary startups face more bad years than good years over their lifecycle.
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Year fixed-effects may not fully control for this effect if young businesses are more sensitive to the

business cycle (e.g. Fort et al. (2013)). To isolate the effect of the business cycle at inception, net

of the effects on size from exposure to a possibly prolonged recession, I estimate equation (1) using

the log deviation of real GDP from its trend in the inception year while further controlling for log

deviations of real GDP from its trend for years one through five. The results in columns (2) and (4)

of Table 5 show that the magnitude of the effect is larger in the entry year than in any other year.

This approach offers further support for the notion that the persistent effects of aggregate economic

conditions at time of entry are substantially greater than the effect of business cycle conditions later

in a business’s life.

The set of results presented above uses an age-period-cohort model, in which I attain identification

by proxying for cohort effects using underlying variables that are not themselves linearly dependent.

An alternative approach is to apply Deaton’s normalization to the cohort effects as indicated in

specification (4). Figure 2 plots the estimated effects for 24 cohorts using this alternative procedure

overlaid on shaded areas indicating NBER recession periods. This plot strongly suggests that NBER

recession periods coincide with low cohort-effect values. I correlate the series of estimated cohort

fixed-effects with the detrended real GDP and other proxies for economic and financial conditions.

Table 6 reports these correlations. The correlation between the deviation of real GDP from its trend

and the change in non-parametric cohort effects is 0.52. I interpret these results as supplementary

evidence that the cohort effects exist and that they are significantly positively correlated with the

business cycle conditions.

I conclude this section of the empirical analysis by conducting additional robustness tests. I start

by re-estimating my baseline model using a sample of establishments that survived for at least 10

years. I use this alternative sample to assess whether attrition bias related to the exit of firms

from the sample distorts the empirical results. I find that the effect of business cycle conditions at

inception on businesses that are active for at least 10 years,is only marginally larger than that of

the main sample, and the effects of business cycle conditions also persist through time as businesses

become older.

Finally, I also use revenue as an alternative measure of business size. Employment level is a con-

venient measure of size because the LBD has recorded it for the entire universe of non-farm U.S.

16



employer establishments since the late 1970s. Hence, using employment instead of revenue allows

me to analyze a larger number of cohorts over a longer period. However, using employment as

a measure of size could bias the empirical analysis. For instance, to the extent that wages are

more cyclical than interest rates (King and Rebelo, 1999), new businesses may be relatively more

labor intensive in downturns, and therefore employment level would tend to overestimate business

size. As an alternative, I use revenue, which is more directly related to the concept of output, to

measure business size. The availability of revenue data is, however, more limited: Revenue data

are not available at the establishment level and are only available for recent periods.16 I estimate

the baseline model using log real revenue as the dependent variable for a sample of cohorts born

between 1994 until 2007 and follow them for 5 years (sample 2 ). Table C.4 of the Appendix reports

the results. The results indicate that (single-location) recessionary startups have 0.9 percent less

revenue than expansionary ones.

2.4 Local and industry-specific business cycles

The previous set of results uses national-level business cycle indicators. However, the most relevant

indicator for entrepreneurial choice may be the business cycle conditions at the local or industry level.

This would be the case if, for instance, the market for entrepreneurial activity is segmented within

the United States or if entrepreneurs have industry-specific expertise that cannot be transferred

across industries. In those cases, the relevant business cycle indicators for entrepreneurial choice

may be defined more precisely.

I start by re-estimating equation (1) using the demeaned log changes in per capita personal income

and demeaned log changes in total employment as the indicator of local business cycle conditions at

inception.17 Table 7 presents the results. The results suggest that business size is positively corre-

lated with the business cycle conditions of the local economy, regardless of the local indicator used.

The magnitude of the effect is similar across national and regional specifications. A one standard

16Receipts data varies substantially by type of activity (industry) and the legal structure of the firm according to
different tax treatments. These problems of comparability across sectors are less relevant in the context of this paper
because I include a set of industry fixed-effects at a very detailed level.

17I use employment and per capita personal income instead of output because for counties and CBSA’s there is
not data on GDP for the whole period under analysis.
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deviation change in the within state/county/CBSA-level demeaned total-employment growth rate

is associated with a 0.8/1.4/1.0 percent variation in the average business size. These elasticities are

comparable to the elasticity of 1.2 obtained using a similar national-level indicator. 18

I also follow the strategy of several recent papers (e.g. (Mian and Sufi, 2012; Adelino et al., 2013))

and use the differential impact of local demand shocks on tradable and non-trabable industries to

analyze the effects of demand fluctuations on average cohort size. The idea is that tradable indus-

tries are more sensitive to aggregate business cycle conditions than non-tradable and construction

sectors, and should therefore be less responsive to aggregate economic conditions. The results re-

ported in Table 8 provide partial support for the hypothesis: the national-level business cycle has

a larger impact on the average initial size of businesses that produce tradable goods. By contrast,

I find that the size elasticity of firms with respect to state-level economic conditions at inception

is not significantly different between tradable and non-tradable sectors. Nevertheless, the relevant

geographical market for non-tradable and construction industries might be defined at a much more

localized level and, as such, these results could simply reflect the fact that the state-level GDP is

a poor proxy for local economic conditions. Overall these results suggest that aggregate demand

shocks are an important determinant of differences in initial size of the cohorts.

Next, I exploit industry variation in demand conditions at inception to further assess the role of

demand fluctuations in determining average business size by cohort. I do so by using the BEA

industry accounts to compute two different indicators of industry demand. The first uses nominal

added value by industry, and the second is a composite indicator that uses supply chain information

to compute the industry-specific variation in demand from downstream buyers.19 This second

indicator accounts for the direct (first-order) effect on output demand of an industry i that stems

from demand shocks to its immediate downstream buyers, whether they are industries or final

consumers.

The results of the analysis are presented in Table 9. In column (1), results are computed using

the nominal added value indicator of industry demand conditions. The coefficient is positive and

statistically significant, which indicates that positive demand conditions at the industry level have

18Note that because I control for local fixed-effects, I only use time-series variation within geographies.
19The industry-specific demand proxy is computed as sDit =

∑
j ω

D
ij ỹjt, in which ỹit is defined as the HP-filtered

output of industry j in year t, and ωD
ij is purchaser j’s share of industry i’s total sales.
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a positive impact on the average size of startup cohorts in that industry. However, the economic

magnitude of the elasticity of average cohort size with respect to nominal added value in the industry

is significantly lower than that obtained in the main analysis. A plausible explanation is that the

nominal added value by industry captures not only business cycle fluctuation in demand, but also

variation in the industrial cost structure. I attempt to isolate the effect of industry demand by

using the composite indicator to evaluate cohort effects at the industry level. The results, reported

in column (2) of Table 9, indicate that the elasticity of size with respect to the composite industry

demand proxy is statistically and economically significant. A one percent increase in the deviation

of industry demand from its trend results in a one percent increase in the average cohort size. This

result is consistent with the notion that demand fluctuations are a very important determinant of

the size wedge expansionary and recessionary startups. Moreover, the results in columns (3)–(5)

suggest that these inferences are robust to other proxies of industry demand.

3 Selection at Business Cycle Frequencies

The set of results presented in the previous section document a strong positive correlation between

economic conditions at inception and the average size of cohorts born in that period. One potential

explanation for this finding is that businesses entering at different stages of the business cycle

are different in terms of unobservable characteristics that affect their size over the lifecycle. In

particular, a positive correlation between average size and the state of the economy at entry could

simply indicate that better entrepreneurs are more likely to start businesses during economic booms.

I implement two strategies to investigate the relation between the average quality of new en-

trepreneurs and the state of the business cycle. First, I study a measurable dimension of business

quality – labor productivity – and examine how it fluctuates with business cycle conditions at incep-

tion.20 Second, I exploit the relationship between economic conditions and the likelihood of entry to

make inferences about the variation in the average quality of cohorts across the business cycle. The

20Another important measure of quality of cohorts can be inferred from the survival patterns of the cohorts. I
conduct some preliminary empirical exercises in which I investigate if firms born in bad times are more or less likely
to exit in the first years of activity. In the appendix B (Figure C.1), I plot the Kaplan-Meier estimator of the survival
functions for cohorts born in years that saw above and below trend growth in output, respectively. The estimated
survival functions are very similar.
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empirical evidence suggests that the average quality of entrants is countercyclical, suggesting that

selection mechanisms do not fully account for the differences in average size of businesses across

cohorts.

3.1 Average Productivity of Entrants

I begin this section by documenting the relationship between a direct measure of productivity and

business cycle conditions at inception. Labor productivity at the establishment level is a convenient

measure of efficiency and entrepreneurial talent. The prior literature (Syverson, 2011) suggests

that high productivity is associated with several positive outcomes such as higher growth and

greater likelihood of survival. I evaluate the evolution of labor productivity for different cohorts by

estimating the following equation:

lnLPj,ct = α + γa + λt + βLP lnZc + controls + εj,ct (5)

in which LPj,ct is the revenue per employee and all other terms are defined as in prior equations.

As in my previous estimations, standard errors are clustered at the state-level.

The results indicate that expansionary startups are, on average, less productive. Column 1 of Table

10 reveals that the aggregate real GDP at inception is negatively associated with labor productivity.

The effects are economically significant: a one percent increase in the cyclical component of output

is associated with a 0.3 percent decrease in labor productivity. This result is consistent across

alternative proxies of business cycle conditions.

Next, I evaluate whether the differences in productivity across cohorts are short-lived or persist

over the first five years of activity.21 The results in columns 2 and 3 indicate that the interaction

terms between age and business cycle conditions are not significant, thereby suggesting that the

differences in productivity across cohorts do not revert in the first years of activity. In columns 4–6,

21As mentioned in the data section, I use the sample 2 to conduct the longitudinal analysis of revenue per employee.
I consider alternative samples to check if the results are robust to this particular selection. The results are available
upon request. I also reestimate equation 1 that use employment as the main dependent variable in this sample. The
significance and magnitude of the effect is equivalent to the ones presented above. The results are presented in the
appendix.
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I repeat the analysis used for columns 1–3 after weighting each observation by the respective level

of employment. The results are broadly similar but not statistically significant. In figure 3, I plot

the estimated productivity profile for expansionary and recessionary cohorts during their first five

years of activity. The figure further illustrates that recessionary startups are more productive than

expansionary ones.

The above findings are likely to be robust to alternative measures of productivity. The LBD and

the BR do not have data on capital and other inputs that would allow the computation of measures

of total factor productivity such as those used in studies that focus on the manufacturing sector.

Nevertheless, I do not expect the countercyclicality of productivity to be significantly affected by

the nature of the measure for two reasons. First, even in capital-intensive sectors such as manufac-

turing, the correlation between total factor productivity and labor productivity is approximately

0.4. (Foster et al., 2001). Second, Lee and Toshihiko (2015) also reports that the total factor

productivity of new businesses is countercyclical.22

Overall, this evidence supports the idea that the productivity distribution of entrants varies pre-

dictably across booms and busts. This empirical pattern is consistent with a basic framework in

which entrepreneurs have some private information about their productivity and decide to start

operations when their expected productivity is above a certain threshold.

3.2 Number and Composition of Entrants across Cohorts

In this section, I attempt to provide further evidence for the role of selection mechanisms in medi-

ating the relation between business cycle conditions at inception and the persistent differences in

average size across cohorts. I do so by studying changes in the composition of entrants over the

business cycle.

The unit of observation in the ensuing analysis is a market segment, which is defined as a set of

businesses that share the same U.S. state, industry classification, multi-unit status, and type of

22Lee and Toshihiko (2015) compute measures of total factor productivity of new plants (as well as continuing
and exiting plants) in the manufacturing sector, and report a negative correlation with the annual growth rates of
manufacturing output.
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legal ownership.23 I analyze the relation between economic conditions and the number of entrants

in a given period within each market segment to gauge if this relation is predictably affected by

segment characteristics. I start by computing the correlation between the number of entrants and

business cycle conditions for each segment. The distribution of the correlation coefficients suggests

that there is substantial variation in the cyclicality of entry across segments.24 To examine this

heterogeneity I estimate the following equation:

∆Ek,c = ηE∆Zc + ζEx ∆ZcXk + vk,c (6)

in which ∆Ek,c is the demeaned log change in the number of entrants in market segment k in year

c, ∆Zc is the business cycle indicator and Xk represents the characteristics X of market k. The

coefficient ζEx indicates how the relation between the entry margin and business cycle conditions

varies with characteristic X. A positive estimate indicates that an increase in that characteristic

increases the cyclicality of entry.

I report the results of this analysis in Table 12. In columns 1 and 2, I explore how the entry

decisions of established businesses and corporations vary with the state of the business cycle. The

results suggest that the entry rate of single-unit businesses, sole-proprietorships, and partnerships

is significantly more procyclical than that of other businesses. These results are consistent with the

earlier finding that the average quality of entry cohorts is countercyclical: established businesses and

corporations, which are often larger and more productive, are more likely to start new establishments

during economic downturns. These findings also go against the idea that a large number of relatively

low-quality entrepreneurs start businesses during economic downturns because it is their second-best

option once they become unemployed (Ghatak et al., 2007).25

23Results are robust to several alternative specifications of market segments. Alternative definitions of segments
are available upon request.

24Figure C.2 in the Appendix plots the density of the correlation between ∆Ek,c and the demeaned log differences
in real/nominal output (aggregated and industry-specific), for k defined by the sector (Panel A) or k defined based
on the state (Panel B). The correlations range from values near zero to correlations above 0.5 and the variance of
the distribution is larger when I explore differences across sectors than across states. This distribution of coefficients
suggests that there is a large amount of heterogeneity that I can exploit to learn about changes in the composition
of entrants at business cycle frequencies.

25Moreira (2014) uses the Current Population Survey to examine the flows in and out self-employment. The paper
offers evidence that the likelihood that someone becomes an entrepreneur out of necessity does not vary substantially
with the business cycle.
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I also examine whether the relation between entry decisions and business cycle conditions depends

on the type of technology employed in each sector. The idea is to evaluate whether entry is more

or less procyclical in sectors that employ more complex technologies, and therefore may require

greater entrepreneurial skill. I collect information on the input mix and innovative activity of each

sector and merge those sectoral characteristics with the LBD. In columns 3 and 4, I evaluate whether

entry is more procyclical in skill- and capital-intensive sectors. Using the Current Population Survey

(CPS), I obtain the joint distribution of industries and educational levels to compute measures of

skill intensity by industry. As a proxy for capital intensity, I use the average log ratio of capital stock

to total employment, which I obtain from the NBER-CES Manufacturing Industry Database.26 The

results reveal that the entry rates of skill- and capital-intensive industries are less procyclical. I also

collect information on the importance of innovation in each sector, which I define as the proportion

of businesses in that sector that developed or introduced a new or significantly improved product

or process. The results presented in column 5 suggest that the entry rate in innovative industries

is less procyclical than in less innovative industries.27 Overall, these results suggest that sectors

that are likely to require sophisticated and well-educated entrepreneurs are less procyclical, thereby

further supporting the notion that average quality of entrepreneurs is countercyclical.

Finally, I explore the relationship between entrepreneurship and financing constraints to make

further inferences about the cyclicality of entrepreneurial quality. Using a strategy similar to that

of Adelino et al. (2013) and Hurst and Lusardi (2004), I take advantage of the importance of

collateral for small business financing and look at variation across industries in the amount of

startup capital needed to set up a firm. The notion is that some businesses, like cleaning services,

can be started with small amounts of capital that may reasonably be financed by the personal

wealth of the entrepreneurs or by debt financed through their personal balance sheets. By contrast,

other sectors require large amounts of startup capital that can only be financed via external debt

sources that cannot be financed via individual loans. Hence, entry in these sectors could potentially

be more affected by a credit crunch during business cycle downturns. I investigate the cyclicality of

entry in industries with different levels of average startup capital. The empirical findings suggest

26Detailed information on the construction of these variables can be found in appendix A.
27All specifications seem to point to a negative coefficient of the interaction between the business cycle indicator

and the average innovative rate. However, depending on the proxies for aggregate business cycle, the coefficient may
not be significant.
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that low average startup capital industries are more procyclical than other industries. This result

is consistent with the idea that the credit channel may disproportionately affect industries with

a higher prevalence of small-scale entrepreneurs who are more likely to depend on bank financing

through their personal balance sheets to begin operations. This result is consistent with those of

Siemer (2014) who argues that a reduction in bank lending affected small and young firms most

directly during the 2007–2009 recession. Also, Saffie and Ates (2013) studies the impact of the

Russian sovereign default on the Chilean manufacturing firms and finds that the resulting credit

shortage was associated with a lower number of entering firms.

Overall the results on productivity and the composition of entry across the business cycle suggest

that the average quality of entrepreneurs entering during an economic downturn is higher than that

of entrepreneurs entering during economic booms.

4 Economic Mechanisms of Persistence

Next I assess the role of certain economic mechanisms in explaining the observed differences in

initial investment size across cohorts and the persistence in these size differences. As described in

the previous section, the average productivity of the pool of startup entrepreneurs is countercyclical.

This evidence suggests that in the absence of the observed countercyclicality of entrant productivity,

the relation between the initial average business size and business cycle conditions would be even

more procyclical. A potential empirical test of this hypothesis is to explore the cross-sectional

heterogeneity in the data to investigate whether industries that have a less procyclical entry margin

are more procyclical in terms of their average initial size. I then examine the economic factors

behind the persistent size differences across cohorts. I also exploit cross-sectional differences in

industrial characteristics to shed light on the mechanisms that explain the lack of reversion of size

differences across cohorts.
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4.1 Entry Size

I begin by formally investigating whether the correlation between average initial business size and the

business cycle indicator increases when I hold the observed sectoral composition of cohorts constant.

The results reported in Table 13 provide evidence that it does. The correlation between average

initial size and aggregate real GDP increases from 0.40 to 0.58 when I account for differences in the

composition of cohorts. This result offers suggestive evidence that entry size is more procyclical

once I condition on the sectoral composition of cohorts and focus on variation within business types.

Next, I use information about the characteristics of each business establishment to investigate the

economic forces that amplify or attenuate the differences in average initial size across cohorts. To

carry out this analysis, I employ the following framework:

ỹk,c = ηyZ̃c + ζyxZ̃cXk + εk,c (7)

in which k represents a market segment, defined as the interaction between the location, industry,

multi-unit status, and legal ownership of the business, ỹk,c is the demeaned log change in the

average size of entrants in market segment k and cohort c, Z̃c is the business cycle indicator and Xk

represents the characteristics X of group k. A positive estimate for ζyx indicates that an increase

in characteristic X increases the cyclicality of the entrant size during a given year. This empirical

framework is designed to provide descriptive evidence about which characteristics Xk amplify the

relation between average entrant size and aggregate real GDP.

The results are presented in Table 14. Column 1 reports that the initial size of new establishments of

multi-unit businesses fluctuates more with the business cycle than the initial size of new standalone

businesses. Similarly, the results presented in column 2 suggest that the average initial investment

decisions of corporations are more cyclical than those of sole proprietorships and partnerships.

Next, I examine the effects of certain technological characteristics on the cyclical properties of

the average business size. The results presented in columns 3–7, suggest that the average entry

size in capital-intensive sectors, innovative industries, and sectors with greater minimum efficient

scale is more procyclical than that of other sectors. By contrast, I do not find any statistically

significant differences in average initial size of skill-intensive sectors. Overall, these results indicate
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that market segments with less procyclical extensive margin have are more procyclical intensive

margins of adjustment. That is, entry decisions by businesses in these segments are less responsive

to business cycle conditions, but their average initial size is more responsive to current market

conditions. These results provide suggestive evidence that the effects of business cycle conditions

at inception on average initial size are stronger when the selection mechanisms are muted.

4.2 Persistence Mechanisms

In the previous sections, I document that businesses born during recessionary periods start smaller

and remain smaller over their lifecycle. Here, I empirically assess which economic mechanisms are

associated with the persistence of these size differences.

I consider two broad economic channels that could explain the observed persistence of cohort effects

in the average size of businesses over time. First, technological constraints and capital adjustment

costs could hinder the ability of businesses to quickly adjust their size and scale to the optimal level.

Standard investment models (e.g. Caballero (1999), Cooper and Haltiwanger (2006)) suggest that

under the assumption of convex adjustment costs businesses are slow to adjust their capital stock.

These adjustment costs could reflect a variety of interrelated factors such as disruption costs during

installation of new equipment, firing and hiring costs, and the irreversibility of projects due to the

lack of liquidity in the secondary markets for capital goods.

To test the relation between capital adjustment costs and the persistence of cohort effects, I explore

variation in capital intensity across industries. The idea underlying this empirical test is that the

magnitude of capital adjustment costs is greater than that of labor adjustment costs (e.g. Hall

(2004)). Therefore, capital-intensive industries are likely to face greater adjustment costs

The second mechanism that could generate persistence across cohorts is demand-side constraints.

Foster et al. (2015) shows that in certain industries the difference in size between incumbents and

new establishments do not reflect productivity gaps, but rather differences in the individual demand

for their products. New businesses enter small because initial demand for their product is low due to

informational, reputational, or other frictions (Perla (2015), Gourio and Rudanko (2014), Luttmer

(2006), Ravn et al. (2006)). Overcoming these frictions is a slow process that depends on repeated
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customer interactions and customer learning through ’word of mouth’ and other media. Hence,

recessionary startups in these industries may experience difficulties converging toward the size of

their expansionary counterparts.

I investigate the relation between demand-side frictions and the persistence of cohort effects by

taking advantage of the fact that demand frictions are more important in sectors with low product-

market substitutability. In these markets, consumers cannot easily switch between producers and,

as a result, reputation and repeated interactions are more important. (e.g. Gourio and Rudanko

(2014)). I employ two proxies for the importance of reputation and product-market substitutability

across sectors: the share of advertising in total inputs and the product differentiation index of

Gollop and Monahan (1991). The share of advertising in total inputs directly measures variation

in the importance of brand recognition and reputation across sectors. I also use the the generalized

differentiation index of Gollop and Monahan (1991) to proxy for differences in product-market

differentiation across sectors. This index is a composite measure that accounts for the number

different products in an industry, the inequality of the production shares of specific products within

an industry, and the dissimilarity of products as measured by the input shares of various intermediate

products used to make them.

To formally examine whether capital adjustment costs and demand-side frictions increase the per-

sistence of cohort effects, I estimate the following equation for each four-digit NAICS industry:28

lnY i
ct = αi + γi

a + λi
t + bi lnZc + κi lnZc × Age+ controlsi + ui

j,ct (8)

in which i = 1, ..., I represents the ith four-digit NAICS industry, controlsi include U.S. state,

multi-unit status, and legal ownership type fixed effects, and all other variables are defined as

above. Next, I retrieve the industry-specific coefficients κi
a that measure the persistence of the size

elasticity with respect to aggregate business cycle conditions at inception in each industry i. I then

examine whether κi
a is associated with the aforementioned industry characteristics.

I report the results in Table 15. The results in columns 1 and 2 suggest that there is no statistically

significant association between capital adjustment costs and the persistence of cohort effects. In fact,

28For less than 5 per cent of industries, there were not enough observations to allow for such a detailed specification.

27



industries with greater capital adjustment costs, as measured by their physical capital intensity tend

to have lower persistence of cohort effects. The results presented in columns 3–6, however, indicate

that demand-side frictions are a significant determinant of cohort size persistence. The share of

advertising in total inputs and the product differentiation index are significantly associated with

greater persistence of cohort size differences. In columns 7–10, I include proxies for both capital

adjustment costs and demand-side frictions. The sign and magnitude of the coefficients are similar

but they are no longer statistically significant at conventional levels due to a lower number of

observations in these tests. These results can also be seen in Figure 4, which plots the coefficients

κi
a against the proxies for capital intensity and the differentiation index.

The results above provide evidence in favor of the hypothesis that the persistent effects of initial

economic conditions is correlated with demand frictions. Recessionary startups enter with a smaller

size than expansionary ones, which means that their initial customer base is relatively small. As

businesses grow older, they are able to overcome these frictions and generate more demand. However,

their growth is constrained by their initially small customer base.

5 Conclusion

This paper has explored the role of business cycle conditions at the time businesses begin their

operations on the evolution of their average size and productivity. Using a sample that comprises

the entire universe of establishments in the U.S., I find that business cycle conditions at inception

play a strong role in determining the evolution of size and productivity throughout the lifecycle.

Businesses born during economic downturns start smaller and stay smaller than businesses born

under more favorable conditions.

I evaluate the economic mechanisms that mediate the above relationship. The first is selection at

entry. Businesses born during economic upswings might begin larger and remain larger because

they are more productive than businesses born during recessions. The empirical findings suggest

otherwise: businesses born in economic downturns are more productive and more likely to belong

to industries that require high entrepreneurial skill. Therefore, selection at entry cannot explain

the procyclicality of business size at entry. Next, I evaluate the role of capital adjustment costs
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and demand-side factors in explaining the persistent differences in average size throughout the

businesses’ lifecycle. The empirical findings suggest that the average initial size differences among

cohorts are not more persistent in industries with high adjustment costs. On the other hand, I

find that these size differences are more persistent in industries in which the demand accumulation

process, such as building a customer base or developing a reputation, plays a larger role.
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Table 1: Summary Statistics

The table reports summary statistics for the samples used in the empirical analysis. Panel A presents the statistics

for the main samples used throughout the paper. Sample 1 is a balanced sample that includes all establishments born

between 1978 and 2001 and their level of employment for up to 10 years. The outcomes of establishments that did not

survive over the period are included (except when inactive). Sample 2 includes establishments with information on revenue

and employment born between 1994 and 2007 (excluding 2002) and their outcomes for up to 5 years. The outcomes of

establishments that did not survive over the period are included (except when inactive). Panel B presents the statistics

for the samples used in the robustness checks exercises. Sample 1.2 is an unbalanced sample that differs from Sample

1 by including observations for up to 34 years. This means that the oldest cohort has establishments of up to 34 years

old and the youngest cohort has observations until 10 years old. Sample 1.3 is an unbalanced sample that differs from

Sample 1 by including cohorts from 1978 to 2010 and observations for up to 34 years. In this sample the oldest cohort

has establishments of up to 34 years old and the youngest cohort has observations in their first year of activity. Sample

1.1 is a balanced sample that differs from Sample 1 because it only includes establishments that survived at least 10

years. Both panels reports the mean, standard deviation (defined within a cell in the intersection between age, period,

cohort, state, industry at the four digit level, multi-unit status of the establishment, and legal type of ownership), number

of establishments (in thousands), and number of establishment-years (in thousands) for age and the dependent variables.

Age is the number of years since the establishment was born. Ln (Emp) is the natural logarithm of the number of employees

at the establishment-level. Ln (Rev) is the natural logarithm of the value of shipments, sales, receipts, or revenue (in

thousands). Ln (LP) is the measure of labor productivity defined as revenue per employee (in thousands). Source: LBD

and author’s calculations.

Panel A — Main samples

SAMPLE 1 SAMPLE 2
Cohorts 1978-2001 Cohorts 1994-2007

Period 1979-2011, Ages 1-10 Period 1995-2011, Ages 1-5

Age Ln(Emp) Age Ln(Emp) Ln(Rev) Ln(LP)

Mean 4.638 1.518 2.711 1.188 -1.0765 -2.2644

St. Dev. 2.839 0.766 1.399 0.563 0.749 0.629

n (in ’000s) 12,800 12,800 3,808 3,808 3,808 3,808

N (in ’000s) 78,300 78,300 14,500 14,500 14,500 14,500

Panel B — Alternative samples

SAMPLE 1.1 SAMPLE 1.2 SAMPLE 1.3
Cohorts 1978-2001 Cohorts 1978-2001 Cohorts 1978-2010

Period 1978-2011, Ages 1-10 Period 1979-2011, Ages 1-34 Period 1978-2011, Ages 1-34

Age Ln(Emp) Age Ln(Emp) Age Ln(Emp)

Mean 5.477 1.635 8.554 1.608 7.820 1.577

St. Dev. 2.851 0.815 6.788 0.809 6.611 0.807

n (in ’000s) 5,245 5,245 12,800 12,800 17,600 17,600

N (in ’000s) 52,900 134,000 115,000 115,000 134,000 52,900
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Table 2: Descriptive Statistics of Business Cycle Indicators (1978–2012)

The table reports summary statistics of the business cycle indicators used in the main analysis. Panel A reports summary
statistics of business cycle indicators aggregated at the national level. Ln(GDP real detrended)t is the Hodrick and Prescott
(HP) filtered natural logarithm of the annual aggregate real gross domestic product. Ln(GDP nom. detrended)t is the
HP-filtered natural logarithm of the annual aggregate nominal gross domestic product. Ln(NBHEPU detrended)t is the HP-
filtered natural logarithm of the newspaper-based index of economic policy uncertainty (NBHEPU) averaged over the 12
months of each year. The uncertainty index was obtained from http://policyuncertainty.com/us_historical.html.
NFCIt is the Federal Reserve’s National Financial Condition Index, which measures the risk, liquidity, and leverage
in money, debt, and equity markets. The index is averaged over the quarters of the year without seasonal adjust-
ment. ∆ln(GDP Real)t is the demeaned difference in logarithms of the annual aggregate real gross domestic product.
∆ln(GDP Nom.)t is the demeaned difference in logarithms of the annual aggregate nominal gross domestic product.
∆ln(Emp.)t is the demeaned difference in logarithms of the civilian non-institutional employed individuals aged 14 and
over obtained from the BLS. ∆ln(PIpc)t is the demeaned difference in logarithms of the personal income per capita in
dollars obtained from the BEA. ∆ln(Unemp. Rate)t is the demeaned difference in logarithms of the annual unemployment
rates (%) from the BLS-LAUS. Panel B of the table reports summary statistics of business cycle indicators aggregated at
the industry level. Ln(GDP nom. detrended)it is the Hodrick and Prescott (HP) filtered natural logarithm of the annual
nominal value added by Industry obtained from the BEA Industry Accounts and treated for the concordance between
SIC-based measurements and NAICS-based measurements. ln(Emp. detrended)it is the Hodrick and Prescott (HP) fil-
tered natural logarithm of the total number people engaged in production (in thousands) from the BEA industry accounts.
ln(Demand detrended)it is the Hodrick and Prescott (HP) filtered natural logarithm of a proxy for the demand shocks
of an industry. The proxy is the demand shock in year t across all downstream buyers of industry i , weighted by the
downstream industry’s share of the industry i total sales. ∆ln(GDP Nom.)it is the demeaned difference in logarithms of
the annual nominal value added by Industry obtained from the BEA Industry Accounts and treated for the concordance
between SIC-based measurements and NAICS-based measurements. ∆ln(Emp.)it is the demeaned difference in logarithms
of the total number people engaged in production (in thousands) from the BEA industry accounts. Panel C of Table 2
reports summary statistics of business cycle indicators aggregated at the regional level. Ln(GDP nom. detrended)st is the
Hodrick and Prescott (HP) filtered natural logarithm of the annual aggregate nominal gross domestic product by state
obtained from the BEA’s regional economic accounts. ln(Emp. detrended)st is the Hodrick and Prescott (HP) filtered
natural logarithm of the civilian non-institutional employed individuals aged 14 and over by state obtained from the
BLS. ln(PIpc detrended)st is the Hodrick and Prescott (HP) filtered natural logarithm of the personal income per capita
by state in dollars obtained from the BEA. ∆ln(GDP Nom.)st is the demeaned difference in logarithms of the annual
aggregate nominal gross domestic product by state obtained from the BEA’s regional economic accounts.. ∆ln(Emp.)st
is the demeaned difference in logarithms of the civilian non-institutional employed individuals aged 14 and over by state
obtained from the BLS. ∆ln(PIpc)st is the demeaned difference in logarithms of the personal income per capita by state
in dollars obtained from the BEA. ∆ln(Emp.)cnty,t is the demeaned difference in logarithms of the number of employees

at the county-level calculated by summing up the number of employees by county in the LBD database. ∆ln(PIpc)cnty,t
is the demeaned difference in logarithms of the personal income per capita by county in dollars obtained from the BEA.
∆ln(Emp.)cbsa,t is the demeaned difference in logarithms of the number of employees at the CBSA-level calculated by

summing up the number of employees by county in the LBD database. ∆ln(PIpc)cbsa,t is the demeaned difference in
logarithms of the personal income per capita by CBSA in dollars obtained from the BEA.

Panel A — National Indicators
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Observations Mean* Std. Dev. Correlations with

N n Ln(GDP real detrended) ∆ln(GDP Real)t

Ln(GDP real detrended)t 35 1 0.000 0.013 1.000 0.517

Ln(GDP nom. detrended)t 35 1 0.000 0.013 0.860 0.325

Ln(NBHEPU detrended)t 35 1 0.002 0.087 -0.232 -0.250

NFCIt 35 1 -0.033 0.849 -0.039 -0.414

∆ln(GDP Real)t 35 1 0.000 0.020 0.517 1.000

∆ln(GDP Nom.)t 35 1 0.000 0.028 0.515 0.668

∆ln(Emp.)t 35 1 0.000 0.015 0.689 0.861

∆ln(PIpc)t 35 1 0.000 0.028 0.540 0.493

∆ln(Unemp. Rate)t 35 1 0.000 0.145 -0.568 -0.887
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Panel B — Industry Indicators

Observations Mean Std. Dev. Correlations with

N n Ln(GDP real detrended) ∆ln(GDP Real)t

Ln(GDP nom. detrended)it 2,065 59 0.001 0.053 0.285 0.128

ln(Emp. detrended)it 2,065 59 0.001 0.024 0.555 0.082

ln(Demand detrended)it 2,065 59 0.001 0.027 0.543 0.236

∆ln(GDP Nom.)it 2,065 59 0.000 0.087 0.188 0.268

∆ln(Emp.)it 2,065 59 0.000 0.040 0.440 0.474

Panel C — Regional Indicators

Observations Mean Std. Dev. Correlations with

N n Ln(GDP real detrended) ∆ln(GDP Real)t

State

Ln(GDP nom. detrended)st 1,785 51 0.001 0.021 0.429 0.155

ln(Emp. detrended)st 1,785 51 0.000 0.011 0.688 0.191

ln(PIpc detrended)st 1,785 51 0.000 0.016 0.434 0.001

∆ln(GDP Nom.)st 1,785 51 0.000 0.041 0.322 0.381

∆ln(Emp.)st 1,785 51 0.000 0.018 0.462 0.621

∆ln(PIpc)st 1,785 51 0.000 0.032 0.452 0.380

County

∆ln(Emp.)cnty,t 109,806 3,163 0.000 0.113 0.140 0.158

∆ln(PIpc)cnty,t 108,776 3,138 0.000 0.063 0.226 0.175

CBSA

∆ln(Emp.)cbsa,t 32,865 939 0.000 0.071 0.224 0.233

∆ln(PIpc)cbsa,t 37,795 1,080 0.000 0.037 0.358 0.293
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Table 3: Size and the Business Cycle at Entry: Average and Age-Specific Elasticities

The table reports the coefficients of OLS regressions. The dependent variable in columns 1–4 is the natural logarithm

of the number of employees at the establishment-level. The dependent variable in column 5 is defined as the number of

employees at the establishment-level in year t minus the number of employees at the establishment level in year t − 1

divided by the average number of employees of the establishment in years t and t−1. Age is the number of years since the

establishment was born. 1{age=i} is an indicator variable that takes the value of one if the establishment is i years of age.

1{Ln(GDP real detrended)>0} is an indicator variable that takes the value of one if Ln(GDP real detrended) in the entry year

is greater than zero. Other controls include age fixed-effects, year fixed-effects, state fixed-effects, industry fixed-effects,

ownership type fixed-effects, and multi-Unit fixed-effect. The remaining variables are described in Table 2. The sample

used in this table includes all establishments born between 1978 and 2001 and their outcomes for up to 10 years. The

outcomes of establishments that did not survive over the period are included (except when inactive). Standard errors are

presented in parentheses, and are clustered at state-level. ***, **, and *, represent statistical significance at 1%, 5%, and

10% levels, respectively.

(1) (2) (3) (4) (5)

Ln(Emp) ∆%Emp

Ln(GDP real detrended) 1.166*** 1.016*** 0.040***

(0.099) (0.103) (0.013)

age×Ln(GDP real detrended) 0.031***

(0.010)

1{age=1}×Ln(GDP real detrended) 0.964***

(0.127)

1{age=2}×Ln(GDP real detrended) 1.078***

(0.101)

1{age=3}×Ln(GDP real detrended) 1.063***

(0.093)

1{age=4}×Ln(GDP real detrended) 1.336***

(0.100)

1{age=5}×Ln(GDP real detrended) 1.195***

(0.099)

1{age=6}×Ln(GDP real detrended) 1.182***

(0.112)

1{age=7}×Ln(GDP real detrended) 1.181***

(0.126)

1{age=8}×Ln(GDP real detrended) 1.280***

(0.113)

1{age=9}×Ln(GDP real detrended) 1.281***

(0.114)

1{age=10}×Ln(GDP real detrended) 1.268***

(0.105)

1{Ln(GDP real detrended)>0} 0.021***

(0.002)

R-squared 0.603 0.603 0.603 0.604 0.041

Age Fixed-Effects? Yes Yes Yes Yes Yes

Year Fixed-Effects? Yes Yes Yes Yes Yes

State Fixed-Effects? Yes Yes Yes Yes Yes

Industry Fixed-Effects? Yes Yes Yes Yes Yes

Ownership Type Fixed-Effects? Yes Yes Yes Yes Yes

Multi-Unit Fixed-Effect? Yes Yes Yes Yes Yes

Sample 1 1 1 1 1
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Table 5: Size and the Business Cycle at Entry: Entry versus Subsequent Years

The table reports the coefficients of OLS regressions. The dependent variable in columns 1–4 is Ln(Emp) which is

defined as the natural logarithm of the number of employees at the establishment-level. Ln(GDP real detrended)c+i is

the Hodrick and Prescott (HP) filtered natural logarithm of the annual aggregate real gross domestic product i years after

the cohort was born. Other controls in columns 1–4 include Age Fixed-Effects, Year Fixed-Effects, State Fixed-Effects,

Industry Fixed-Effects, Ownership Type Fixed-Effects, and Single-/Multi-Unit Fixed-Effects. The sample used in this

table includes all establishments born between 1978 and 2001 and their outcomes for up to 10 years. The outcomes of

establishments that did not survive over the period are included (except when inactive). Standard errors are presented in

parentheses, and are clustered at state-level. ***, **, and *, represent statistical significance at 1%, 5%, and 10% levels,

respectively.

Dep. var: Ln(Emp) (1) (2) (3) (4)

Ln(GDP real detrended)c 1.805*** 1.744***

(0.095) (0.105)

Ln(GDP real detrended)c+1 -0.680*** -0.762***

(0.095) (0.093)

Ln(GDP real detrended)c+2 0.614*** 0.492***

(0.064) (0.068)

Ln(GDP real detrended)c+3 0.831*** 0.193*** 0.669***

(0.047) (0.053) (0.046)

Ln(GDP real detrended)c+4 0.017

(0.080)

Ln(GDP real detrended)c+5 0.104 0.488***

(0.106) (0.107)

R-squared 0.603 0.604 0.603 0.604

Age Fixed-Effects? Yes Yes Yes Yes

Year Fixed-Effects? Yes Yes Yes Yes

State Fixed-Effects? Yes Yes Yes Yes

Industry Fixed-Effects? Yes Yes Yes Yes

Ownership Type Fixed-Effects? Yes Yes Yes Yes

Single-/Multi-Unit Fixed-Effects? Yes Yes Yes Yes

Sample 1 1 1 1
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Table 6: Correlation between Estimated Non-Parametric Cohort Effects on Size and Indi-
cators of Business Cycle at Entry

The table reports correlations between estimated non-parametric cohort effects, obtained from the estimation of specifi-

cation 4, and a set of business cycle indicators, which are defined in the captions of Table 2.

Correlations Correlations

Ln(GDP real detrended) 0.52 ∆ln(GDP Real)t 0.39

Ln(GDP nom. detrended) 0.66 ∆ln(GDP Nom.)t 0.35

Ln(NBHEPU detrended) -0.27 ∆ln(Emp.) 0.23

NFCI -0.04 ∆ln(PIpc) 0.20

∆ln(Unemp. Rate) -0.29
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Table 8: Size and the Local Business Cycle at Entry: Tradable versus Non-Tradable Sectors

The table reports coefficients from OLS regressions. The dependent variable in columns 1–5 is Ln(Emp) which is defined

as the natural logarithm of the number of employees at the establishment-level. Tradables, Non-Tradables, Construction,

and Other are indicator variables that take the value of one if the industry belongs one of these categories according to

the classification in Mian and Sufi (2012). All other variables are defined as in Table 2. Other controls in columns 1–3

include Age Fixed-Effects, Year Fixed-Effects, State Fixed-Effects, Industry Fixed-Effects, Ownership Type Fixed-Effects,

and Single-/Multi-Unit Fixed-Effects. The sample used in this table includes all establishments born between 1994 and

2001 and their outcomes for up to 10 years. The outcomes of establishments that did not survive over the period are

included (except when inactive). Standard errors are presented in parentheses, and are clustered at state-level. ***, **,

and *, represent statistical significance at 1%, 5%, and 10% levels, respectively.

Dep. var: Ln(Emp) (1) (2) (3)

Ln(GDP nom. detrended)t × Tradables 2.856*** 3.667***

(0.278) (0.282)

Ln(GDP nom. detrended)t ×Non-Tradables 1.901*** 2.313***

(0.084) (0.167)

Ln(GDP nom. detrended)t × Construction 0.676*** 1.477***

(0.149) (0.155)

Ln(GDP nom. detrended)t ×Other 1.536*** 2.040***

(0.089) (0.135)

Ln(GDP nom. detrended)st × Tradables 0.400* -0.903***

(0.229) (0.247)

Ln(GDP nom. detrended)st ×Non-Tradables 0.287 -0.468***

(0.171) (0.169)

Ln(GDP nom. detrended)st × Construction -0.458** -0.913***

(0.199) (0.269)

Ln(GDP nom. detrended)st ×Other 0.092 -0.565***

(0.113) (0.117)

Age Fixed-Effects? Yes Yes Yes

Year Fixed-Effects? Yes Yes Yes

State Fixed-Effects? Yes Yes Yes

Industry Fixed-Effects? Yes Yes Yes

Ownership Type Fixed-Effects? Yes Yes Yes

Single-/Multi-Unit Fixed-Effects? Yes Yes Yes

Sample 1 1 1
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Table 9: Size and the Sectoral Business Cycle at Entry

The table reports coefficients from OLS regressions. The dependent variable in columns 1–5 is Ln(Emp) which is defined

as the natural logarithm of the number of employees at the establishment-level. All other variables are defined in Table

2. Other controls in columns 1–3 include Age Fixed-Effects, Year Fixed-Effects, State Fixed-Effects, Industry Fixed-

Effects, Ownership Type Fixed-Effects, and Single-/Multi-Unit Fixed-Effects. The sample used in this table includes all

establishments born between 1994 and 2001 and their outcomes for up to 10 years. The outcomes of establishments that

did not survive over the period are included (except when inactive). Standard errors are presented in parentheses, and

are clustered at state-level. ***, **, and *, represent statistical significance at 1%, 5%, and 10% levels, respectively.

Dep. var: Ln(Emp) (1) (2) (3) (4)

Ln(GDP nom. detrended)it 0.099***

(0.024)

ln(Demand detrended)it 1.084***

(0.051)

∆ln(GDP Nom.)it -0.021

(0.015)

∆ln(Demand)it 0.581***

(0.040)

R-squared 0.604 0.604 0.604 0.604

Age Fixed-Effects? Yes Yes Yes Yes

Year Fixed-Effects? Yes Yes Yes Yes

State Fixed-Effects? Yes Yes Yes Yes

Industry Fixed-Effects? Yes Yes Yes Yes

Ownership Type Fixed-Effects? Yes Yes Yes Yes

Single-/Multi-Unit Fixed-Effects? Yes Yes Yes Yes

Sample 1 1 1 1
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Table 10: Labor Productivity and Business Cycle at Entry: Average and Age-Specific
Elasticities

The table reports the coefficients of OLS regressions. The dependent variable in columns 1–6 is Ln(LP) which is defined

as the natural logarithm of the ratio between revenues (defined as value of shipments, sales, receipts, or revenue (in

thousands)) and the number of employees at the establishment-level. All other variables are defined in Tables 2 and

3. Other controls in columns 1–6 include Age Fixed-Effects, Year Fixed-Effects, State Fixed-Effects, Industry Fixed-

Effects, and Ownership Type Fixed-Effects. The observations in columns 4–6 are weighted by the number of employees

in the establishment. The sample used in this table includes all establishments born between 1994 and 2011 and their

outcomes for up to 5 years. The outcomes of establishments that did not survive over the period are included (except

when inactive). Standard errors are presented in parentheses, and are clustered at state-level. ***, **, and *, represent

statistical significance at 1%, 5%, and 10% levels, respectively.

Dep. var: Ln(LP) (1) (2) (3) (4) (5) (6)

Ln(GDP real detrended) -0.256** -0.159 -0.381 -0.459

(0.103) (0.351) (0.412) (0.630)

age× Ln(GDP real detrended) -0.036 0.028

(0.107) (0.175)

1{age=1} × Ln(GDP real detrended) -0.314 -0.977*

(0.244) (0.550)

1{age=2} × Ln(GDP real detrended) 0.000 -0.200

(0.170) (0.314)

1{age=3} × Ln(GDP real detrended) -0.183 1.022

(0.124) (1.458)

1{age=4} × Ln(GDP real detrended) -0.416*** -0.121

(0.138) (0.436)

1{age=5} × Ln(GDP real detrended) -0.395* -1.234**

(0.226) (0.573)

R-squared 0.600 0.600 0.600 0.535 0.535 0.535

Age Fixed-Effects? Yes Yes Yes Yes Yes Yes

Year Fixed-Effects? Yes Yes Yes Yes Yes Yes

State Fixed-Effects? Yes Yes Yes Yes Yes Yes

Industry Fixed-Effects? Yes Yes Yes Yes Yes Yes

Ownership Type Fixed-Effects? Yes Yes Yes Yes Yes Yes

Single-/Multi-Unit Fixed-Effects? SU only SU only SU only SU only SU only SU only

Employment-Weighted? No No No Yes Yes Yes

Sample 2 2 2 2 2 2
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Table 11: Descriptive Statistics of Industry Characteristics

The table reports the mean and standard deviation of the variables used to characterize the industries, defined by 4-digit

NAICS codes. The number of observations reports the number of industries that have information on a particular variable.

Capital Intensity is defined as the average log ratio of capital stock to total employment (obtained from the NBER-CES

Manufacturing Industry Database). Skill Intensity is the average educational level of the industry calculated using data

on the distribution of educational levels and wage income across industries from the Current Population Survey (author

calculations using Current Population Survey from January 2000 to December 2012). Innovation Rate is the proportion

of businesses that undertake activities that result in the development or introduction of new or significantly improved

product or process (obtained from NSF). Minimum Efficient Scale is the size of the median establishment within a four-

digit NAICS industry category (author calculations using LBD data). Average Startup Capital is defined as the average

amount of startup or acquisition capital at the two-digit NAICS industry level. This measure is calculated using data

from Survey of Business Owners Public Use Microdata Sample for firms established in 2007. Durability Index measures

the expected life of the industry’s products. The index is based on the work of Bils and Klenow (1998). Differentiation

Index is a product differentiation index based on Gollop and Monahan (1991). The index captures the number of industry

products, the inequality in production shares of product lines within an industry, and the dissimilarity of products as

measured by the input shares of various intermediate products. Advertising Index is the weight of advertising sector in

the inputs of each industry (author calculation using BEA detailed IO tables).

Units Mean St. Dev Obs

Capital Intensity ln 4.43 0.73 86

Skill Intensity ln 0.56 0.15 316

Innovation Rate % 0.23 0.13 199

Minimum Efficient Scale emp 13.28 28.91 309

Average Startup Capital $1,000 240.71 116.19 309

Durability Index 7.42 5.20 86

Differentiation Index 0.07 0.03 102

Advertising Intensity ln -5.11 1.56 272
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Table 13: Cyclical Properties of Cohort Size and Initial Entry Size: Contemporaneous
Correlation with Business Cycle Indicators

The table reports the correlation between indicators of business cycles and number of entrants, entry rates, and statistics

of initial size. The time series of number of entrants, entry rates, and statistics of initial size are HP filtered in the first

and second columns and are a demeaned difference of logarithms in the columns 3 and 4. Entry for establishments is

defined using the information on the year of birth. The counterfactual average entry size is computed by regressing initial

size on time fixed-effects, controlling for industry fixed-effects (naics4), state fixed-effects, single-/multi-unit Fixed-Effects,

and Ownership type Fixed-Effects. Entry rate is defined as number of newborns divided by active business (entrants plus

continuers). Ln(GDP real detrended) and ∆ln(GDP Real) are defined as in Table 2. P-values are presented in parentheses.

The sample used in this table includes all establishments born between 1978 and 2001, or 1978 and 2010. The period

1978-2001 corresponds to the cohorts used in the main estimations.

Ln(GDP real detrended) ∆ln(GDP Real)

1978-01 1978-11 78-01 78-11

Average entry size 0.40 0.37 0.43 0.37

(0.06) (0.03) (0.04) (0.03)

Average entry size (counterfactual) 0.58 0.41 0.55 0.41

(0.00) (0.02) (0.01) (0.02)

Standard deviation entry size 0.03 0.05 0.08 0.13

(0.89) (0.76) (0.72) (0.48)

Median entry size 0.11 0.24 (*) 0.09

(0.61) (0.18) (*) (0.62)

P90 entry size 0.45 0.42 0.48 0.38

(0.03) (0.01) (0.02) (0.03)

Entrants 0.17 0.24 0.33 0.40

(0.43) (0.17) (0.13) (0.02)

Entry rate 0.10 0.17 0.28 0.02

(0.64) (0.35) (0.20) (0.06)
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Table 15: Industry-Specific Elasticities and Industry Characteristics

The table reports the coefficients of the second stage OLS regression of a two step procedure. The first stage of the

procedure is to estimate the model of equation 8, for each four-digit NAICS industry-level. In the second stage, the

dependent variable is defined as κi: the coefficient of age×Ln(GDP real detrended) in the first stage equation. The

coefficient on age×Ln(GDP real detrended) is a proxy for the persistence of cohort effects, and the regression has the

purpose of evaluating how the degree of persistence varies with the characteristics of the industries. Capital Intensity

is defined as the average log ratio of capital stock to total employment (obtained from the NBER-CES Manufacturing

Industry Database). Diff. Index is a product differentiation index based on Gollop and Monahan (1991). The index

captures the number of industry products, the inequality in production shares of product lines within an industry, and

the dissimilarity of products as measured by the input shares of various intermediate products. Ln (Advertising) is the

weight of advertising sector in the inputs of each industry. All variables are standardized. bi is the coefficient on the

variable Ln(GDP real detrended) in the first stage regression. The unit of observation in the first state regression is an

establishment. The unit of observation in the second-stage analysis is a four-digit NAICS code industry group. Each

observation in the second-stage regression is weighted by the number of establishments in each four-digit NAICS category.

The sample used in this table includes all establishments born between 1978 and 2011. Years 2002 and 2003 are excluded

from the sample due to data problems associated with computing the number of entrants in 2002. Standard errors are

presented in parentheses. ***, **, and *, represent statistical significance at 1%, 5%, and 10% levels, respectively.

Dep. var: κi (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Capital Intensity -0.041 -0.025 -0.056** -0.032 -0.029 -0.013

(0.028) (0.027) (0.027) (0.026) (0.038) (0.035)

Diff. Index 0.058** 0.058* 0.048 0.029

(0.025) (0.026) (0.034) (0.037)

Ln(Advertising) 0.027* 0.037* 0.033 0.030

(0.015) (0.017) (0.072) (0.067)

bi -0.031** -0.033** -0.021 -0.033* -0.031*

(0.013) (0.016) (0.014) (0.013) (0.013)

R-Squared 0.021 0.080 0.082 0.150 0.015 0.045 0.040 0.095 0.023 0.082

N 86 86 101 101 260 260 83 83 86 86
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Figure 1: Effect of Economic Conditions at Inception on the Lifecycle Employment of
Businesses

The figure plots the estimated effect of detrended real GDP (at inception) on employment over the lifecycle of businesses.

The lines are computed using the estimates of the age fixed effects (γ̂a) and of the elasticity of size relatively to detrended

real GDP at inception (β̂), computed using specification (1). More specifically, I plot ĉ+
∑A

a=2 γ̂aDa + β̂Z, where Da are

age dummies, ĉ is the unconditional average log employment of business with one year of activity. The difference between

the lines is on the value of Z, which takes three different values {−2σ, 0, 2σ}, where σ is the standard deviation of log

detrended real GDP in the period 1978-2012. Thus, the solid red represents the simulated size over the life cycle of a

business that entered in a bad entry year (with Z = −2σ), and the dotted green lines represent the simulated size over

the life cycle of a comparable business that entered in a good entry year (with Z = 2σ). The dots are computed using

the estimates of the age fixed effects (γ̂a) and of the age-specific elasticities of size relatively to detrended real GDP at

inception (κ̂), computed using specification (3). More specifically, they are computed using ĉ+
∑A

a=2 γ̂aDa+
∑A

a=2 κ̂aDaZ.

Panel A plots the simulated paths using the balanced sample (sample 1 ) which allows to follow business until 10 years of

activity. Panel B plots the simulated paths using the unbalanced sample (sample 1.2 ) which allows to follow business for

longer periods of activity. Tables 3 and C.1 –panel A present the estimates used in the figure.
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Figure 2: Size and Non-Parametric Cohort Effects

The red line plots the OLS estimates of the cohort fixed-effects on size (in logs), imposing Deaton’s normalization to the
cohort effects, as defined in equation 4. The red dashed lines correspond to the 95 percent confidence interval. The green
line is the Hodrick-Prescott filtered natural logarithm of the annual aggregate real gross domestic product.
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Figure 3: Effect of Economic Conditions at Birth on Labor Productivity in the First Years
of Activity

The figure plots the simulated effect of detrended real GDP (at inception) on revenue per employee over the lifecycle of

businesses. The lines are computed using the estimates of the age fixed effects (γ̂a) and of the elasticity of revenue per

employee relatively to detrended real GDP at inception (β̂), computed using specification (1). More specifically, I plot

ĉ +
∑A

a=2 γ̂aDa + β̂Z, where Da are age dummies, ĉ is the unconditional average log employment of business with one

year of activity. The difference between the lines is on the value of Z, which takes three different values {−2σ, 0, 2σ},
where σ is the standard deviation of log detrended real GDP in the period 1978-2012. Thus, the solid red represents the

simulated size over the life cycle of a business that entered in a bad entry year (with Z = −2σ), and the dotted green lines

represent the simulated size over the life cycle of a comparable business that entered in a good entry year (with Z = 2σ).

The dots are computed using the estimates of the age fixed effects (γ̂a) and of the age-specific elasticities of size relatively

to detrended real GDP at inception (κ̂), computed using specification (3). More specifically, they are computed using

ĉ+
∑A

a=2 γ̂aDa +
∑A

a=2 κ̂aDaZ. Panel A plots the simulated paths using the balanced sample (sample 1 ) which allows to

follow business until 10 years of activity. Table 10 present the estimates used in the figure.
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Figure 4: Industry Characteristics and Persistent Cohort Effects

The figure plots the estimated persistence in the average cohort size differences κi
a against the proxies for capital intensity,

in Panel A, the product differentiation index of Gollop and Monahan (1991), in Panel B, and the advertising index, in
Panel C. The variables are standardized and defined as in Table 11. Each circle represents one industry and length of the
circle represents the number of observations in each industry.
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A Data Appendix

A.1 The LBD data

Throughout the paper I use data at the establishment and firm levels. An establishment is defined as

a single physical location where business is conducted or where services or industrial operations are

performed. A firm is a business organization consisting of one or more establishments that are under

common ownership or control. Each establishment-year record is associated with a firm identifier

in the LBD. I use the firm identifier key to construct datasets at both the establishment and firm

levels. Firms can own a single establishment or many establishments, which may span multiple

geographic areas and industries. I compute firm-level characteristics based on the characteristics of

the set of establishments of the firm.

Businesses with no paid employees are excluded from the analysis because the LBD only records

the universe of non-farm businesses with at least one paid employee. As a result, the period in

which an establishment enters the LBD may not necessarily coincide with the period in which the

establishment was effectively created. Some establishments may have started operating as non-

employer businesses, and then evolve to an employer business.29

A.1.1 Establishment-level data

Births, deaths and age

The LBD obtains its data from a variety of sources such as the Business Register (SSEL), Economic

Censuses, and surveys. The LBD offers the most reliable and complete data on births, deaths,

and age of establishments operating in the US. Nevertheless, Jarmin and Miranda (2002) identified

potential problems related to the data collection process that may generate measurement error

in the computation of births and deaths of establishments. First, the SSEL uses administrative

sources to identify new businesses. Hence, establishments that are not administratively registered

may not be identified. This problem is particularly acute for establishments of multi-unit firms.

29Establishments with no payroll are not in the LBD. Once a firm hires an employee, the LBD identifies it as a
firm birth. The LBD accounts for firms that alternate between having no employees and having employees using its
matching procedures.
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As a supplementary method to collect information on establishments, the Census Bureau directly

surveys firms and collects information on their establishments. However, the Census Bureau only

surveys the population of firms in Census years, whereas in non-Census years only large firms (as

measured by payroll) are surveyed. As a result, the data could display a five year cycle with large

swings in the number of these establishments in Census years, when, in reality the entry and exit

had occurred over the previous four years. Second, the SSEL contains a substantial number of

establishments that appear to become inactive for a period of time. For example, establishments

active in t − 1 and t + 1 but not in period t. These gaps could also lead to possibly spurious

births/deaths.30 The LBD implements several efforts to mitigate both data issues (for details on

the algorithms used, see Jarmin and Miranda (2002)).

Each establishment in the LBD is identified as either a birth, death, or continuer establishment.

A birth is assigned when the establishment makes its first appearance in the universe of employer

businesses. A death is assigned when the activity of the establishment ceases to exist.31 LBD also

provides information on the first and last year of inclusion in the database. I use this information

to identify the cohort year of each establishment.32 Age is defined as the number of years elapsed

since the establishment first appeared in the database.

Employment and Payroll

Payroll and employment data are obtained from administrative records for single-unit companies

and from a combination of administrative records and survey-collected data for multi-unit companies

(Jarmin and Miranda (2002)). Payroll (pay) is defined as reported annual payroll (in $1000).33 It

includes all forms of compensation, such as salaries, wages, commissions, dismissal pay, bonuses,

vacation allowances, sick-leave pay, and employee contributions to qualified pension plans paid

during the year to all employees. For corporations, payroll includes amounts paid to officers and

executives, while for unincorporated businesses, it does not include profit or other compensation of

proprietors or partners.

30The gaps may be generated by transitions between employer and non-employers status or measurement error.
31Note that establishments that change ownership (sold to another owner) are not considered an establishment

death.
32I consider different criteria as robustness check. For example, I also use the BDS criteria, where birth year is

defined as the year an establishment first reports positive employment in the LBD.
33In some cases this value may be imputed due to missing or invalid data.
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Employment (emp) is defined as the number of full- and part-time employees (in the payroll) as

of March 12th of each calendar year.34 It includes employees on paid sick leave, holidays, and

vacations. Paid employment also includes salaried officers and executives of corporations, but

it excludes sole proprietors and partners of unincorporated businesses.35 Focusing on March-to-

March annual changes of employment neglects high frequency within year, firm, and establishment

dynamics —for example, transitory or seasonal changes that reverse over the year. At the same time,

the total number of employees as of March 12th may be very different from the number of employees

that underlie the payroll information. In robustness exercises, I constructed an alternative measure

of employment (empa) in year t that I define as the average employment between March of year t

and March of year t+ 1 (and employment in t/t+ 1 if missing in t+ 1/t).

Single- and multi-unit status

The single-multi identifier indicates if an establishment belongs to a firm that owns two or more

establishments, as opposed to having only one establishment. I define a firm as a single-unit firm if

it has only one establishment and as a multi-unit firm when it has more than one establishment.

Industry and geography

The LBD also includes detailed information on industry and location. The period of analysis co-

incides with the transition from SIC to NAICS industry classifications. This overlap creates some

difficulties in the industry classification because the SIC-NAICS crosswalk is a many-to-many map-

ping and some establishments in the database are only classified under one of these alternative

classification arrangements. A consistent classification system for the time-series is critical for the

analysis. Fort (2013) developed a methodology that reclassifies all establishments in the LBD ac-

cording to a consistent NAICS (2002) industry classification system (the fk naics02 codes). After

implementing the Fort (2013) procedure, I use the industry codes at different levels of disaggrega-

tion throughout the paper.36 I use industry information disaggregated at the 4-digit NAICS codes

for most of the empirical analysis (the naics4digit classification contains approximately 300 indus-

try groups).37 Alternatively, I employ an alternative classification of establishments (the naicsoic

34In some cases this value may be imputed due to missing or invalid data.
35By definition this value should at least 1. This is not always the case for births and deaths.
36I complemented with alternative information available in the LBD and map it to 2002 NAICS codes. For around

10 per cent of the establishments-year there is no information on detailed industry.
37There are some industry codes not covered under the universe of the CBP.
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contains approximately 61 industry groups and is similar to the 3-digit NAICS level) to match the

establishment-level data in the LBD with aggregate data from national statistical agencies. This

is the finest definition in which all categories are mapped to BEA NAICS industry data since late

1970s.

The LBD contains information on the geographic location of establishments at the zip-code level.

Throughout the paper I use information on the state and county where the establishment is located

(Census FIPS codes). The states and counties included in the empirical analysis completely cover

the land area and population of the United States. Among the 50 states and Columbia District,

there are approximately 3140 counties.38 To match the LBD to external data, I also map the location

to core-based statistical areas (CBSAs) using the 2007 counties-CBSA crosswalk. I identified 920

core-based statistical areas, in which 380 of these areas are classified as metropolitan areas and the

remaining are classified as micropolitan statistical areas. In addition, I also used the New England

county metropolitan areas (NECMAs) classification for the six New England States to match to

external data.

Ownership Type

Firms are classified into different legal business entities, which determine their income tax treatment

and limited liability regime. I use information from the LBD to classify establishments into corpora-

tions, sole proprietorships, partnerships, and a residual category for other forms. Non-incorporated

businesses include sole proprietors and partnerships.

A.1.2 Firm-level data

Births, deaths and age

I am also able to identify births of firms and to follow them throughout their lifecycle using the LBD.

However, the Construction of firm links presents conceptual and measurement challenges. I follow

the approach adopted for the BDS and based on the work of Davis et al. (2007) and Haltiwanger

et al. (2013) that present measures that are robust to ownership changes. A new firm identifier

emerges in the LBD either because a new firm is born or because an existing businesses undergoes

38Over the period under analysis the boundaries of the counties were broadly stable, with some occasional changes.
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a change of ownership and control (e.g. merger and acquisition, divestitures). When a new firm

identifier appears in the LBD due to a de novo firm birth, a firm birth is registered. By contrast,

when a new firm identifier arises through a merger of two preexisting firms, it is not treated as a

firm birth and is assigned the age of the oldest continuing establishment of the newly combined

business. The firms are then allowed to age naturally regardless of mergers and acquisitions as long

as the ownership and control does not change. Therefore, a firm birth is defined as a new firm

identifier in which all the establishments at the firm are new (entering) establishments. Similarly, a

firm death is determined when a firm identifier disappears and all associated establishments cease

operations and exit.

Employment and Payroll

The level of employment of the firm is computed by aggregating employment across all establish-

ments that belong to the firm. Haltiwanger et al. (2013) discuss how the evolution of employment

levels may reflect organic growth within establishments and changes in the number of establish-

ments that stem from changes in firm structure such as mergers, acquisitions, and divestitures. In

the context of this paper I do not explicitly explore this distinction. Payroll is also constructed by

summing payroll across all establishments that belong to the firm.

Single- and multi-unit status and number of establishments

I account for the nature of the firm by controlling for whether it has a unique location (single-unit)

or multiple locations (multi-unit). I also compute the number of locations the firm has in case of

multi-unit firms.

Industry and geography

Firms often own establishments that are classified in different industries. I use the industry classifi-

cation of the establishments and the corresponding firm identifiers to compute the main industry of

the firm. I define the main industry of the firm using two alternative methods and for two different

levels of industry disaggregation (naics4digit and naicsoic). In the first procedure, I define the main

industry as the industry group with the largest share of employment within the firm. Alternatively,

I define the main industry of the firm as the mode industry among all establishments owned by the
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firm.39 In addition, to account for the degree of diversity of the multi-sector firms, I computed the

number of different industries in which the firm operates.

Multi-unit firms often have establishments in multiple geographies, especially if these geographies

are defined at a local level. I examine the location of the establishments of multi-unit firms to

determine the main location of the firm. Similar to the procedures used to compute the main

industry classification of the firm, I define the main location of the firm at different local levels

(from state to cbsa level) as the location that employees more workers within the firm or the mode

location among all establishments of the firm. I also account for the diversity by computing the

number of different locations.

Ownership Type

Similar to establishments, firms are classified into different legal business entities, which determine

their income tax treatment and limited liability status. Using information pertaining these cat-

egories from the establishment data and the corresponding firm identifiers, I classify firms into

corporations, sole proprietorships, partnerships, and a residual category for other forms.

A.2 Revenue data

Revenue is defined as the “value of shipments, sales, receipts or revenue (in dollars)”. I constructed

this measure from the Census Bureau’s SSEL files. Obtaining revenue data entails several chal-

lenges. First, the BR’s revenue measure is based on administrative data from annual business tax

returns. Unlike payroll and employment, which are measured at the establishment level going back

to 1976, the nominal revenue data are only available at the tax reporting or employer identification

number (EIN) level starting in the mid-1990s. Thus, in the SSEL, revenue is only measured at

the establishment-level for single-unit firms. For multi-unit firms we can obtain firm-level revenues

but it is not possible to obtain establishment-level measures.40 Second, the content of the receipts

39In case of multiple modes, I arbitrarily choose the industry with the smaller code.
40The SSEL data are divided into two microdata files: one of single-establishments and submasters, and the second

a file of multi-establishments and submasters. Submasters are defined as the aggregation of multi-establishments to
the EIN level, and thus the first microdata file contains the universe of all EIN’s in the U.S. The second microdata files
are the establishment-level data for those EINs with multiple establishments within the submaster. Importantly, the
multi-establishments files have no sales data, and as a result, it is not possible to obtain a time series of non-imputed
annual sales data at the establishment level from the SSEL.
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data varies substantially by type of industry and legal structure of the firm depending on its tax

treatment status. Third, the missing observations problem is more acute for the SSEL receipts fields

than for other fields that are critical to the Census’ operations such as payroll and employment.

For this reason, problems with non-random missing observations are likely to be more acute for this

variable. I assess the severity of this problem by comparing the main results using the full sample

with those that I obtain by using the subsample of firms that have non-missing values for revenue

data and find similar results. Even though, the missing observations problem is more acute in the

revenue data, these results assuage concerns that this sample selection issue introduces significant

bias in the regression.

I deflate the nominal revenue measures using a general price deflator and a industry-specific price

deflator. The general price deflator is the GDP implicit price deflator. For the industry-specific

price deflator, I use the BEA’s Industry Accounts to compute value-added implicit price deflators

at the industry level. I use the same procedure to obtain real measures of payroll. Throughout

the paper, I employ the real revenue measure obtained from using industry specific deflators. This

real revenue measure measures aggregated real revenue changes and accounts for changes in relative

prices across industries.
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B Tables and Figures Appendix

Table C.1: Size and the Business Cycle at Entry: Alternative Selection Criteria

This table replicates the analysis of Table 3 using different sample selection criteria. Sample 1.1 is an unbalanced
sample that differs from Sample 1 by including observations for up to 34 years. Sample 1.2 is an unbalanced sample
that differs from Sample 1 by including cohorts from 1978 to 2010 and observations for up to 34 years. In this sample
the oldest cohort has establishments of up to 34 years old and the youngest cohort has observations in their first year
of activity. Sample 1.3. is a balanced sample that differs from Sample 1 because it only includes establishments that
survived at least 10 years. Sample 2 includes all establishments born between 1994 and 2011 and their outcomes for
up to 5 years. Other controls include fixed-effects for age, year, state, industry, ownership type, single/multi-unit
status. Standard errors are presented in parentheses, and are clustered at state-level. ***, **, and *, represent
statistical significance at 1%, 5%, and 10% levels, respectively.

Panel A: Sample 1.1

Dep var: Ln(Emp) (1) (2) (3) (4)
Ln(GDP real detrended) 1.303*** 1.018***

(0.087) (0.118)

age×Ln(GDP real detrended) 0.029***
(0.006)

1{age=1}×Ln(GDP real detrended) 1.000***

(0.122)

1{age=2}×Ln(GDP real detrended) 1.057***

(0.100)

1{age=3}×Ln(GDP real detrended) 1.032***

(0.092)

1{age=4}×Ln(GDP real detrended) 1.308***

(0.098)

1{age=5}×Ln(GDP real detrended) 1.203***

(0.097)
...

1{age=21}×Ln(GDP real detrended) 1.427***

(0.093)

1{age=22}×Ln(GDP real detrended) 1.549***

(0.110)

1{age=23}×Ln(GDP real detrended) 1.785***

(0.126)

1{age=24}×Ln(GDP real detrended) 1.733***

(0.128)

1{age=25}×Ln(GDP real detrended) 1.719***

(0.120)
...

1{Ln(GDP real detrended)>0} 0.025***

(0.002)

R-squared 0.582 0.582 0.582 0.582
Fixed-Effects? Yes Yes Yes Yes

62



Table C1: Size and the Business Cycle at Entry: Alternative Selection Criteria

(cont’d)

Panel B: Sample 1.2
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Dep var: Ln(Emp) (1) (2) (3) (4)

Ln(GDP real detrended) 1.177*** 0.867***

(0.067) (0.086)

age×Ln(GDP real detrended) 0.034***

(0.005)

1{age=1}×Ln(GDP real detrended) 0.844***

(0.091)

1{age=2}×Ln(GDP real detrended) 0.806***

(0.074)

1{age=3}×Ln(GDP real detrended) 0.746***

(0.065)

1{age=4}×Ln(GDP real detrended) 0.997***

(0.080)

1{age=5}×Ln(GDP real detrended) 1.080***

(0.082)

...

1{age=21}×Ln(GDP real detrended) 1.524***

(0.090)

1{age=22}×Ln(GDP real detrended) 1.657***

(0.120)

1{age=23}×Ln(GDP real detrended) 1.799***

(0.132)

1{age=24}×Ln(GDP real detrended) 1.738***

(0.119)

1{age=25}×Ln(GDP real detrended) 1.679***

(0.107)

...

1{Ln(GDP real detrended)>0} 0.020***

(0.002)

R-squared 0.582 0.582 0.582 0.582

Fixed-Effects? Yes Yes Yes Yes
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Table C1: Size and the Business Cycle at Entry: Alternative Selection Criteria

(cont’d)

Panel C: Sample 1.3

Dep var: Ln(Emp) (1) (2) (3) (4)

Ln(GDP real detrended) 1.385*** 1.352***

(0.104) (0.111)

age×Ln(GDP real detrended) 0.006

(0.008)

1{age=1}×Ln(GDP real detrended) 1.335***

(0.122)

1{age=2}×Ln(GDP real detrended) 1.362***

(0.104)

1{age=3}×Ln(GDP real detrended) 1.246***

(0.106)

1{age=4}×Ln(GDP real detrended) 1.439***

(0.110)

1{age=5}×Ln(GDP real detrended) 1.402***

(0.110)

1{age=6}×Ln(GDP real detrended) 1.429***

(0.105)

1{age=7}×Ln(GDP real detrended) 1.442***

(0.114)

1{age=8}×Ln(GDP real detrended) 1.462***

(0.100)

1{age=9}×Ln(GDP real detrended) 1.407***

(0.109)

1{age=10}×Ln(GDP real detrended) 1.294***

(0.107)

1{Ln(GDP real detrended)>0} 0.024***

(0.002)

R-squared 0.586 0.586 0.586 0.586

Fixed-Effects? Yes Yes Yes Yes
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Table C1: Size and the Business Cycle at Entry: Alternative Selection Criteria

(cont’d)

Panel D: Sample 2

Dep var: Ln(Emp) (1) (2) (3)

Ln(GDP real detrended) 0.838*** 1.226***

(0.078) (0.266)

age×Ln(GDP real detrended) -0.145

(0.097)

1{age=1}×Ln(GDP real detrended) 1.349***

(0.178)

1{age=2}×Ln(GDP real detrended) 0.391***

(0.117)

1{age=3}×Ln(GDP real detrended) 0.781***

(0.103)

1{age=4}×Ln(GDP real detrended) 0.703***

(0.190)

1{age=5}×Ln(GDP real detrended) 0.680***

(0.218)

R-squared 0.579 0.579 0.579

Fixed-Effects? Yes Yes Yes
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Table C.2: Size and the Business Cycle at Entry for Firms: Average and Age-Specific
Elasticities

This table replicates the analysis of Table 3 using the natural logarithm of the number of employees at the firm level
as the dependent variable. The main variables of interest are defined as in Table 3, except for age, which is defined
as the age of the oldest establishment within the firm. Other controls in columns 1–5 include Age Fixed-Effects, Year
Fixed-Effects, State Fixed-Effects, Industry Fixed-Effects, and Ownership Type Fixed-Effects. Standard errors are
presented in parentheses, and are clustered at state-level. ***, **, and *, represent statistical significance at 1%, 5%,
and 10% levels, respectively.

Dep var: Ln(Emp) (1) (2) (3) (4)

Ln(GDP real detrended) 0.269** 0.273**
(0.109) (0.105)

age×Ln(GDP real detrended) -0.001
(0.011)

1{age=1}×Ln(GDP real detrended) 0.527***
(0.133)

1{age=2}×Ln(GDP real detrended) 0.218**
(0.100)

1{age=3}×Ln(GDP real detrended) 0.065
(0.098)

1{age=4}×Ln(GDP real detrended) 0.117
(0.113)

1{age=5}×Ln(GDP real detrended) 0.143
(0.115)

1{age=6}×Ln(GDP real detrended) 0.349**
(0.132)

1{age=7}×Ln(GDP real detrended) 0.329**
(0.143)

1{age=8}×Ln(GDP real detrended) 0.425***
(0.130)

1{age=9}×Ln(GDP real detrended) 0.254**
(0.126)

1{age=10}×Ln(GDP real detrended) 0.278**
(0.114)

1{Ln(GDP real detrended)>0} 0.008***
(0.003)

R-squared 0.468 0.468 0.468 0.468
Fixed-Effects? Yes Yes Yes Yes
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Table C.3: Size and Business Cycle at Entry: Alternative Measure of Employment

This table replicates the analysis of Table 3 using the natural logarithm of the average between the number of
employees at the establishment-level in year t and the number of employees at the establishment-level in year t+1
as the dependent variable. All other variables are defined as in Table 3. Other controls in columns 1–5 include Age
Fixed-Effects, Year Fixed-Effects, State Fixed-Effects, Industry Fixed-Effects, Ownership Type Fixed-Effects, and
Single-Multi Unit Fixed Effects. Standard errors are presented in parentheses, and are clustered at state-level. ***,
**, and *, represent statistical significance at 1%, 5%, and 10% levels, respectively.

Dep var: Ln(Empa) (1) (2) (3) (4)

Ln(GDP real detrended) 1.140*** 0.987***
(0.098) (0.100)

age×Ln(GDP real detrended) 0.031***
(0.009)

1{age=1}×Ln(GDP real detrended) 0.889***
(0.120)

1{age=2}×Ln(GDP real detrended) 1.049***
(0.100)

1{age=3}×Ln(GDP real detrended) 1.089***
(0.094)

1{age=4}×Ln(GDP real detrended) 1.313***
(0.100)

1{age=5}×Ln(GDP real detrended) 1.197***
(0.095)

1{age=6}×Ln(GDP real detrended) 1.175***
(0.112)

1{age=7}×Ln(GDP real detrended) 1.173***
(0.121)

1{age=8}×Ln(GDP real detrended) 1.202***
(0.114)

1{age=9}×Ln(GDP real detrended) 1.240***
(0.112)

1{age=10}×Ln(GDP real detrended) 1.243***
(0.101)

1{Ln(GDP real detrended)>0} 0.020***
(0.002)

R-Squared 0.606 0.606 0.606 0.606
Fixed-Effects? Yes Yes Yes Yes
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Table C.4: Size and the Business Cycle at Entry: Revenue as a Proxy for Size

The table reports the coefficients of OLS regressions. The dependent variable in the table Ln (Rev) is the natural
logarithm of the value of shipments, sales, receipts, or revenue (in thousands). All independent variables are defined
as in the main tables Other controls in columns 1–5 include Age Fixed-Effects, Year Fixed-Effects, State Fixed-Effects,
Industry Fixed-Effects, and Ownership Type Fixed-Effects. The observations are not weighted by the number of
employees in the establishment. Standard errors are presented in parentheses, and are clustered at state-level. ***,
**, and *, represent statistical significance at 1%, 5%, and 10% levels, respectively.

Dep var: Ln(Rev) (1) (2) (3) (4) (5 (6) (7)
Ln(GDP real detrended) 0.893*** 1.355**

(0.107) (0.594)
age×Ln(GDP real detrended) -0.173

(0.206)
1{age=1}×Ln(GDP real detrended) 1.318***

(0.376)
1{age=2}×Ln(GDP real detrended) 0.720***

(0.253)
1{age=3}×Ln(GDP real detrended) 0.913***

(0.101)
1{age=4}×Ln(GDP real detrended) 0.612*

(0.316)
1{age=5}×Ln(GDP real detrended) 0.601

(0.446)
Ln(GDP nom. detrended) 0.705***

(0.135)
∆ln(GDP Real) 0.098

(0.240)
∆ln(Emp) 0.520***

(0.115)
∆ln(PIpc) 0.074

(0.151)
R-squared 0.581 0.581 0.581 0.581 0.581 0.581 0.581
Fixed-Effects? Yes Yes Yes Yes Yes Yes Yes
Single-/Multi-Unit Fixed-Effects? SU only SU only SU only SU only SU only SU only SU only
Employment-Weighted? No No No No No No No
Sample 2 2 2 2 2 2 2

69



Table C.5: Growth and the Business Cycle at Entry: Employment Growth

This table replicates the analysis of Table 3 using Employment growth at the establishment level as the dependent
variable. Employment growth is defined as number of employees at the establishment-level in year t minus the
number of employees at the establishment level in year t − 1 divided by the average number of employees of the
establishment in years t and t − 1. All other variables as defines as in the main tables. Other controls include Age
Fixed-Effects, Year Fixed-Effects, State Fixed-Effects, Industry Fixed-Effects, Ownership Type Fixed-Effects, and
Single-/Multi-Unit Fixed-Effects. The sample in this analysis uses the sample criteria of sample 1, but entails more
missing observations in the dependent variable which reduces the number of observations in the analysis. Standard
errors are presented in parentheses, and are clustered at state-level. ***, **, and *, represent statistical significance
at 1%, 5%, and 10% levels, respectively.

Dep var: Employment Growth (1) (2) (3) (4)

Ln(GDP real detrended) 0.040*** 0.157***

(0.013) (0.025)

age×Ln(GDP real detrended) -0.024***

(0.003)

1{age=1}×Ln(GDP real detrended) -0.126***

(0.045)

1{age=2}×Ln(GDP real detrended) 0.225***

(0.034)

1{age=3}×Ln(GDP real detrended) 0.317***

(0.023)

1{age=4}×Ln(GDP real detrended) 0.061**

(0.028)

1{age=5}×Ln(GDP real detrended) 0.202***

(0.030)

1{age=6}×Ln(GDP real detrended) 0.005

(0.059)

1{age=7}×Ln(GDP real detrended) -0.188**

(0.071)

1{age=8}×Ln(GDP real detrended) -0.066**

(0.027)

1{age=9}×Ln(GDP real detrended) -0.142***

(0.051)

1{age=10}×Ln(GDP real detrended) -0.036

(0.026)

1{Ln(GDP real detrended)>0} 0.001***

(0.000)

R-squared 0.041 0.041 0.041 0.041

Fixed-Effects? Yes Yes Yes Yes
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Table C.6: Labor Productivity and Business Cycle at Entry: Alternative Indicators

This table replicate the specification of column (1) of Table 8 using alternative indicators of business cycle conditions.
The dependent variable is Ln(LP) which is defined as the natural logarithm of the ratio between revenues (defined as
value of shipments, sales, receipts, or revenue (in thousands)) and the number of employees at the establishment-level.
All other variables are defined as in the main tables. Other controls include Age Fixed-Effects, Year Fixed-Effects,
State Fixed-Effects, Industry Fixed-Effects, and Ownership Type Fixed-Effects. Standard errors are presented in
parentheses, and are clustered at state-level. ***, **, and *, represent statistical significance at 1%, 5%, and 10%
levels, respectively.

Dep. var: Ln(LP) (1) (2) (3) (4) (5) (6)

Ln(GDP nom. detrended) -0.197*

(0.099)
˜ln(GDP Nom.)st -0.364***

(0.102)
˜ln(GDP Nom.)it -0.500***

(0.054)

∆ln(GDP Real)t -0.261**

(0.108)

∆ln(Emp)t -0.485***

(0.092)

∆ln(PIpc)t -0.265***

(0.081)

R-squared 0.600 0.600 0.597 0.600 0.600 0.600

Fixed-Effects? Yes Yes Yes Yes Yes Yes

Single-/Multi-Unit Fixed-Effects? SU only SU only SU only SU only SU only SU only

Employment-Weighted? No No No No No No

Sample 2 2 2 2 2 2
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Table C.7: Labor Productivity and Business Cycle at Entry: Alternative Selection of
Cohorts and Firm Evidence

The table reports the coefficients of OLS regressions. The dependent variable is Ln(LP) which is defined as the natural
logarithm of the ratio between revenues (defined as value of shipments, sales, receipts, or revenue (in thousands))
and the number of employees at the firm-level. All other variables are defined as in the main tables Other controls
include Age Fixed-Effects, Year Fixed-Effects, State Fixed-Effects, Industry Fixed-Effects, and Ownership Type
Fixed-Effects. The firm-observations in column (1) are not weighted by the number of employees, whereas the firm-
observations presented in column (2) are weighted by the number of employees. Standard errors are presented in
parentheses, and are clustered at state-level. ***, **, and *, represent statistical significance at 1%, 5%, and 10%
levels, respectively.

Dep. var: Ln(LP) (1) (2)

Ln(GDP real detrended) -0.285*** -0.650

(0.067) (0.548)

R-squared 0.597 0.421

Fixed-Effects? Yes Yes

Single-/Multi-Unit Fixed-Effects? No No

Employment-Weighted? No Yes

Sample 2 2
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Figure C.1: Kaplan-Meier survival functions by entry conditions

This figure plot the survival functions when I aggregate the establishments in sample 1.3 between two groups based

on the the log deviations of real GDP from its trend (i.e. Ln(GDP real detrended)). The red line plots the estimated

survival for businesses born in years in which the economy grew above the trend, and the blue line in years in which

the economy grew below the trend.
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Figure C.2: Cyclicality of sectoral and geographic entry

These figures plot the kernel densities of the correlation between ∆Ek,c and the demeaned log differences in

real/nominal output (aggregated and industry-specific), for k defined by the sector (Panel A) or k defined based

on the state (Panel B). ∆Ek,c is defined as the demeaned difference in logarithms of the number of firms entering in

each segment bin during a certain period. In Panel A, a segment bin is a group of firms that share the same 4-digit

NAICS. In Panel B, a segment is defined by a U.S. state.
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