
 
 

REPORT OVERVIEW 

 
In the Fall of 2011, the Bureau of the Census, Geography Division contracted with independent subject 

matter experts John Jensen, Ph.D., Stephen Guptill, Ph.D., and David Cowen, Ph.D. to evaluate 

Geography Division’s use of change detection technology.   

Geography Division requested that the authors review recommendations on using change detection 

technology initially provided by the Harris Corporation in the “2008 Rural Structure Change Detection 

Report” and, additionally, update the Harris-supplied information by providing a current assessment of 

change detection methodologies that would directly support this decade’s Geographic Support System 

Initiative (GSS Initiative).  The GSS Initiative (funded in FY2011 with a proposed ten-year lifecycle) is an 

integrated program of improved address coverage, continual spatial feature updates, and enhanced 

quality assessment and measurement.     

A non-proprietary version of the submitted “Change Detection Technology Evaluation, FY2012 Report” 

follows.  Three appendices containing specific, vendor-supplied change detection solutions have been 

removed. 
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Preface 
 
The initial design of this study included components that were to evaluate the Geography 
Division’s internal approach to change detection and suggest improvements. However, after a 
series of discussions between the contractors and the staff of the Geography Division, the 
contractors were directed to conduct an independent assessment of the Geography Division’s 
change detection requirements. Also, as requested, we reviewed the recommendations provided 
by the Harris Corporation in their 2008 Rural Structure Change Detection Report.  
 
The following report is based on our research and observations with minimal interaction with the 
staff of the Geography Division. Our findings and conclusions reflect a consensus of our 
expertise and professional judgment which has guided the preparation of the FY2012 Change 
Detection Technology Evaluation Report. 
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Change	Detection	Technology	Evaluation	

Executive Summary 

The Geography Division (GEO) attempts to maintain an accurate and complete database of 
roads, housing units, addresses, and other content, that is the MAF/TIGER data base (MTdb) to 
support the decennial census and other surveys conducted by the Census Bureau. Having spent 
considerable resources on its creation, improving and keeping the MTdb current is a key 
requirement for the organization and the focus of the Geographic Support System Initiative 
(GSSI). One key component of the GSSI is to determine the best ways to detect changes and to 
update the MTdb.     
 
Natural and anthropogenic forces alter the landscape every day. We can see the visible results of 
these changes in the aerial- and space-borne imagery that is collected by an ever increasing 
number of sensor platforms. Over three dozen satellites are in operation collecting images of the 
land surface.  Thousands of aircraft are doing the same.  
 
However, taken in total, changes to the landscape are rare events. The 500,000 new homes 
constructed in the United States last year represent less than 0.5% of the housing stock. Merely 
detecting the fact of change is difficult; accurately characterizing it is even harder. The use of 
imagery and image-derived geospatial products can play an important role in change detection. It 
is important that GEO to continue to develop a significant capacity in this area. However, remote 
sensing does not provide a total solution to the change detection and MTdb maintenance 
challenges. 
 
Examining imagery covering hundreds of millions of acres of territory looking for change, 
whether done by computers or humans, is a resource intensive and error prone process. In 
addition, the Census Bureau has at its disposal other, potentially more accurate and sensitive 
indicators of changes in the housing unit universe. These would include the U.S. Postal Service’s 
(USPS) Delivery Sequence File (DSF), which can be used to identify areas with major changes 
in addresses at least to the 5-digit ZIP Code areas and the Census Bureau survey on residential 
housing construction statistics to the county level. Records from local authoritative sources on 
addresses and housing units could also be useful in locating the areas of greatest potential 
change. A decision support system (possibly with separate modules for components such as 
addresses, features, or boundaries) that weighs a wide range of factors should be constructed to 
guide change detection activities and eventually targeted address canvassing.  
 
For the identified target areas, one should determine if external GIS datasets exist for that area 
(either from local authorities, contributed data, or private sources) that could augment or improve 
the MTdb holdings. If so, those data should be conflated with the MTdb holdings. The conflation 
activity, in and of itself, may provide current data and resolve the changes identified by the 
targeting system. Any changes promulgated by the conflation system should be verified, either in 
totality or on a sample basis, by comparing the changes to “ground truth” imagery, which is at 
least as current as the most current data set used in the conflation process. 
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If such sources do not exist or are inadequate, then current remotely sensed imagery should be 
used to perform the change detection analysis. Sections 2 and 3 review the remote sensing 
system and environmental variables that must be considered when remote sensing data are used 
to detect change.  Section 4 provides detailed information about current and proposed remote 
sensing systems.  The significance of each remote sensing system to the Census Bureau change 
detection requirements is provided. To maintain its databases to support ongoing surveys, the 
Census Bureau requires frequent imagery for potentially any part of the country. Ideally, this 
would be high resolution imagery (0.5 x 0.5 m or finer) collected on an annual basis for the 
entire United States. The resources needed for such an undertaking are beyond the current budget 
of the Census Bureau, so some alternate strategies need to be considered. We suggest the Census 
Bureau increase its participation in existing and potential federal data buys (e.g., NGA 
EnhancedView; USGS SPOT data buy) and/or explore collaborative arrangements with private 
sector firms that are currently doing systematic collection of imagery of the entire country. 
  
Numerous change detection algorithms have been implemented by commercial vendors who 
provide image classification and/or change detection software. Many of the algorithms are 
described in detail in Section 5 and their significance to the Census Bureau is reviewed.  Several 
digital image processing programs can be used to stratify multiple-date orthorectified imagery 
into “change versus no-change” areas. Good examples include Esri’s Image Analyst and 
ChangeMatters, MDA’s National Urban Change Indicator, and Excelis’ EX SPEAR software.  
 
However, this simple “change versus no-change” information is of marginal value since it does 
not provide the detailed information required to update the MTdb. Instead, it only identifies 
where change may have taken place.  More advanced digital image processing using higher 
spatial resolution imagery is required to extract the actual change information (e.g., MSPs and 
roads). A few more sophisticated digital image processing programs can be used to identify the 
general presence or absence of buildings and the general location of road centerlines using 
orthorectified imagery.  Three good examples are Excelis’ ENVI EX Feature Extraction with 
Rule-based Classification, and Overwatch Visual Learning Systems’ Feature Analyst and 
Interactive Roadtracker software. However, it is important to point out that photogrammetric 
techniques based on the analysis of high spatial resolution stereoscopic imagery are required to 
accurately identify building footprints and roads and map them to their most accurate planimetric 
(x,y) location. Programs such as the Leica Photogrammetry Suite and ERDAS Stereo Analyst are 
excellent choices. Unfortunately, this technology is still primarily based on manual visual image 
interpretation using soft-copy photogrammetric techniques.  Only Pictometry’s 
photogrammetrically-based ChangeFindr program appears to be able to identify new residential 
structures in a semi-automated fashion.  Stereoscopic imagery analyzed in a photogrammetric 
environment will continue to produce the most accurate change information for the MTdb.  
 
Ancillary geospatial information such as address points, street centerlines and boundaries 
(administrative and parcels), obtained from external sources such as local government partners or 
commercial providers, can be used in the update and maintenance of the MTdb. The data may be 
sufficiently robust to bypass the use of imagery in data collection operations. The data sources 
and processes are discussed in Section 6. We think that digital parcel data (comprised of parcel 
boundaries, parcel address, and type of use) could be a valuable auxiliary source of information 
that the Census Bureau should endeavor to obtain. The data could be useful in judging the 
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quality of current MAF Structure Point (MSP) data, assigning addresses to building structure 
points identified in imagery, and determining areas of change (via change in status). While the 
Census Bureau could attempt to assemble a nationwide dataset by gathering information from its 
local governmental partners, the feasibility of using commercial sources (e.g., CoreLogic) should 
be explored.  
 
It should be noted that these change detection processes are not error free. So we discuss (in 
Section 7) how to assess the accuracy of both individual and change detection maps derived from 
the interpretation of remote sensing data or from other sources (e.g., traditional surveying). 
These accuracy assessment techniques allow users to assess the advantages and limitations of 
using the thematic geospatial information. 
 
Our conclusions and recommendations are presented in Section 8. This section also contains a 
discussion of the change detection activities underway in the GEO. For this, we have drawn upon 
appropriate GSSI Working Group (WG) reports and other documents to understand the current 
internal approach to change detection, to evaluate source materials available, and to document 
current approaches.  
 
Three appendices are provided. The first is a requested review of the recommendations provided 
to GEO by the Harris Corporation in their 2008 Rural Structure Change Detection Report. Then, 
as part of our research, we asked two commercial vendors to provide brief descriptions about 
how they would use digital remote sensor data to identify new residential housing structures in 
preparation for the 2020 Decennial Census.  In addition we asked for estimates of the cost to 
perform this function on a repetitive basis for the Census Bureau.  Because of the company 
proprietary information provided to us, the responses to our request are in two appendices to this 
report. 
 
It is apparent that current and accurate roads, boundaries, and MSPs accurately overlaid on an 
image base will be vital to Census field operations in this decade. It is highly desirable that FRs 
see MSPs and the MTdb information in their proper planimetric locations and attributed 
correctly when overlaid on rectified digital imagery. If these features are misaligned when 
displayed in the Corporate Listing Device in future field operations, it is likely that significant 
errors and extraneous edits will be introduced by the field staff. Therefore it is vital for GEO to 
explore a variety of options, both technically and organizationally, for providing a high 
resolution image base and accurate MTdb overlays that can be used by portable devices in future 
Census operations.  
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Change	Detection	Technology	Evaluation	

1.0 Defining the Census Change Detection Problem (Program) 
 
The accurate identification of change in the suburban/rural landscape of the United States is 
essential to improve the accuracy of the spatial location of Master Address File (MAF) Structure 
Points (MSP) and Topologically Integrated Geographic Encoding and Referencing (TIGER) 
linear features (especially roads). The process for implementing a system to identify change and 
improve the MAF/TIGER database (MTdb) should incorporate an assessment of the 
programmatic needs and the functional requirements to meet those needs. In addition to 
traditional sources such as the Local Update of Census Addresses (LUCA) program, the analysis 
of digital remotely sensed data collected from satellite or airborne platforms can be used to 
identify this change at various levels of specificity and accuracy. GEO has an in-house change 
detection capability (iSIMPLE) that relies on the visual review of digital airborne imagery such 
as the USDA National Agriculture Imagery Program (NAIP) orthophotography. There is a need 
to investigate a) other potential sources of remote sensor data (e.g., satellite), b) more automated 
methods of extracting accurate change information, and c) whether the change detection should 
be performed in-house, by outside contractors, or a hybrid approach.  
 
The ultimate goal of the change detection is to obtain accurate geospatial information that can be 
used to update the MTdb. However, it is important to recognize that while it may be possible to 
identify new features (e.g., structures), the attributes (e.g., the addresses) for these features must 
be acquired from supplemental data sources (such as the MAF, local partners, parcel 
information, and/or field observations).  It must also be recognized that even after the 
MAF/TIGER Accuracy Improvement Project (MTAIP) and the 2009 Address Canvassing 
operations, the current MTdb contains linear features and structure points that do not 
geometrically register with high resolution image sources.  These inaccuracies can make it very 
difficult to distinguish between misaligned features and new ones. Consequently, we believe that 
it is important for GEO to address additional processes beyond change detection for improving 
the geometric characteristics of the existing MTdb (a task beyond the scope of this 
investigation).  
 
In this report we provide a review of the state-of-the-art in change detection relative to GEO’s 
requirements. This includes an evaluation of alternative image sources and types (e.g., GeoEye-
1, WorldView-2, RADARSAT-2, and LiDAR) and the digital/visual image processing 
algorithms required to extract the desired information. The review also includes a discussion of 
techniques that incorporate other types of collateral (ancillary) geospatial data such as the MAF 
or parcels in the change detection process. We have drawn upon appropriate WG reports and 
other documents to understand the current internal approach to change detection, to evaluate 
source materials available, and to document current approaches.  
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1.1 What are the Primary Types of Geographic Information to be Extracted using Change 
Detection for GEO?  
 
There are two primary types of geographic information derivable from remotely sensed data that 
could be of significant value for the Census Bureau.  They differ in the level of specificity or 
precision (both in the locational or geometric domain as well as the attribute or feature domain) 
of the information that is extracted. These processes are: 
 

1.1.1 Simple binary "change versus no-change" or more sophisticated "from-to" land cover 
change information.  This can be obtained using high to moderate spatial resolution 
remotely sensed data (e.g., 1 x 1 to 30 x 30 m) in an image-to-image comparison or in 
conjunction with other sources of geospatial data such as the MTdb or other GIS data 
(e.g., parcels). The change information detected can be used to:  a) identify (stratify) 
geographic areas for more specific remote sensing change detection investigation, b) 
determine where Census staff should focus their attention to gather local government 
agency data,  and/or c) identify high-priority areas for intensive address canvassing by 
Field Representatives (FR).  

 
1.1.2 Feature extraction of new "building location" and planimetrically (x, y) accurate road 

centerline data obtained from high spatial resolution remote sensor data (< 1 x 1 m). 
The derived information could be used to update the location of the MSPs and MTdb 
linear road features. The attributes of the remote sensing-derived building and road 
information must usually come from other sources (e.g., parcel information and/or 
address canvassing). 

 
The determination whether to use remotely sensed data for one or both of these processes is 
based on several factors. Limitations on personnel and data resources dictate that a stratified 
approach is perhaps the most feasible means by which GEO can undertake to constantly maintain 
and update the MTdb. While high spatial resolution imagery could be utilized for both binary 
“change versus no-change” area stratification and feature extraction tasks, there are many 
operational difficulties (e.g., high cost, missing coverage, lack of current images) when acquiring 
and processing such data for stratification of potential change areas. We discuss the change 
stratification process in Section 1.2 and in Section 5. 
 
With respect to the feature level information to be extracted during the change detection process, 
we were instructed to utilize the data collection guidelines utilized in MTAIP (Harris, 2008a). 
The features of interest are restricted to roads and building structures.  
 
We recognize that these classes and definitions are being reviewed for possible revision by 
various GSSI working groups (e.g., GSS Initiative Recommendations REC-2011-21 and REC-
2011-23). However, the proposed changes would not alter our findings because this study is 
focused on changes in the suburban/rural landscape where most of the identified road features 
will fall into the “local roads” category. There is a debate among GEO staff regarding the 
incorporation of “private driveway” information in the MTdb. For this report we have utilized 
the specifications contained in the MTAIP report: 
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“Imagery source SHALL be used to capture driveways with a length greater than or equal 
to 50 meters and less than 150 meters, when visible in the source” (Harris, 2008a, p.115). 
 

We have also utilized the guidance contained in the 2010 Address Canvassing Manual, where the 
FR was instructed to collect: 
 

“Unnamed private roads: such as driveways, farm roads, industrial roads, and roads 
inside an apartment complex only if leading to one or more living quarters that cannot 
be seen from the public road.” (US Census Bureau, 2008, p. 6-32) 

 
The Address Canvasing Manual was also used as a resource for understanding the requirements 
and specifications for locating MSPs for the 2010 Decennial Census. 
 
Information extracted from imagery can provide locationally accurate and current geographic 
data about road features and structures. However, it will not possess the full set of attribution 
needed for its incorporation into the MTdb. In particular, road name and structure address 
information will be lacking and will need to be acquired from external data sources or by field 
investigations.   
 
1.2 Where should the Remote Sensing-assisted Change Detection Take Place?  
 
At any given time, the change detection process is conducted on a relatively small geographic 
region. This region might be defined by administrative boundaries (e.g., a county), or by the 
extent of an imagery scene. We have called this area the region-of-interest (ROI). The 
dimensions of the change detection ROI must be carefully identified and held constant 
throughout a change detection project. The geographic ROI (e.g., census tract, county, state) is 
especially important in a change detection study because it must be completely covered by n 
dates of imagery and/or other ancillary GIS data (e.g., local road data, parcel information). 
Failure to ensure that each of the multiple-date images (or ancillary data) covers the geographic 
area of interest results in change detection products with data voids that are very problematic.  
For this and other reasons, it is most efficient if the resources that will be used in the change 
detection process can be targeted towards the areas where change is most likely to have occurred.  
 
Large areas may, a priori, be removed from consideration for remote sensing-assisted change 
detection. For example, large tracts of Federal land have prohibitions on residential housing and 
can be excluded from consideration (N.B. Indian Reservations are of great interest to the Census 
Bureau and are not part of this discussion). Federal lands total over 650,000,000 acres (Census 
Bureau, 2007, p. 216) and their distribution is depicted in Figure 1-1. States own almost 
200,000,000 additional acres (Natural Resources Council of Maine, 2000), which when added to 
the Federal lands, places approximately 1/3 of the U.S. land area out of private hands (Figure 1-
1).  
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Figure 1-1.  Spatial distribution of Federal Lands and Indian Reservations (Source: The National 
Atlas of the Unites States; http://www.nationalatlas.gov/ printable/ fedlands.html). 
 
Digital change detection algorithms can provide binary urban land cover "change/no-change" 
information or more detailed "from-to" change information which identifies changes in land 
cover from forest, agriculture, etc., into urban land cover such as residential housing, apartment 
complexes or new roads. Such algorithms, when coupled with moderate resolution (5 – 30 m) 
remotely sensed data (providing coverage of large geographic areas), may provide a means to 
isolate possible areas of change for further analysis. A number of commercial products utilize 
this approach [e.g., Esri’s ChangeMatters program, MDA’s National Urban Change Indicator 
(NUCI) product]. These products and the algorithms used in this approach are discussed in detail 
in Section 4.4.1. 

 
The topic of targeting possible areas of change was discussed in the consultants 2010 report, 
Identifying the Current State and Anticipated Future Direction of Potentially Useful Developing 
Technologies (Cowen, Dobson, and Guptill, 2010), in the section titled: “Identification of 
Approaches to Finding Candidate Areas for Targeted Address Canvassing”. In that section we 
described a decision support system that treats MTdb maintenance and targeted address 
canvassing as part of an ongoing surveillance system. We recommended that a diverse set of 
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internally and externally provided indicators be assembled and fused at the census tract level. 
Such a data system could provide the information required to conduct an efficient assessment of 
the quality of the MTdb across the nation and highlight those areas in need of attention and, 
importantly, the areas where the greatest amount of change might have occurred - effectively 
targeting the areas in need of data collection and/or revision utilizing remotely sensed data or 
other resources. 
 
A GSS Initiative working group prepared REC-2011-26, which proposed the creation of a 
Confidence, Analysis, and Tracking Tool (CATT). Among numerous functions, CATT would 
contain a number of data quality indicators and identify geographic areas for address and spatial 
feature updates. CATT is envisioned to provide GEO with a targeted address canvasing decision 
support system. 

 
A brief example of how this approach might be utilized is presented here. Entries in the USPS 
DSF from fall, 2011, that failed to be matched in GEO’s geocoding process are summarized by 
county and presented as the ratio of ungeocoded city-style addresses to the total number of 
geocoded addresses in Figure 1-2.  
 

 
Figure 1-2.  Percentage of ungeocoded city-style addresses by county (Source: Dobson and 
Guptill, 2012).  

A high rate of ungeocoded addresses might indicate that those counties contain roads that are not 
represented in the MTdb1. In the data shown, 300 counties have more than 10% of their city-style 
addresses as ungeocoded. On this basis, these counties could be given a high priority for 
examination as areas where change has occurred, or as areas where MTdb coverage requires 
improvement.  

                                                 
1 Ungeocoded addresses can originate from causes other than missing features. 



 

9 
 

1.3 How often should Change Be Detected? 
 
The GSS Initiative calls for the continuous update throughout the decade of newly constructed 
streets, new street attributes and will correct and improve the spatial accuracy of the Census 
Bureau’s inventory of streets. In addition, the GSS Initiative will assign geographic locations to 
new addresses for use in censuses and surveys (Geography Division, 2009).  In practical terms, 
change detection and update cycles are driven by the availability and currentness of the source 
materials (imagery and ancillary sources) and the resources required to perform the update 
operations.  
 
There are two operations that provide a consistent flow of update information to GEO at the 
present time. The first is the DSF from the USPS, which is provided twice a year. The second is 
the data from the Community Address Update System (CAUS), which also provides updates to 
GEO twice a year. These data are used to update the MAF and initiate the series of processes that 
create the bi-annual MTdb benchmarks. If resources allow it, the updates generated by change 
detection processes should be synchronized with these other bi-annual processes.  
 
This is not meant to imply that the entire country will be evaluated for areas of potential change, 
have data extracted from targeted areas, merge that data with necessary attributes, and update the 
MTdb every six months. Instead, one could envision a system in which the Spring DSF refresh 
and CAUS updates trigger a series of targeted change detection actions, utilizing remotely sensed 
data, which get incorporated into the MTdb in time for the fall benchmarking process.   
 
A limiting factor may be the availability of current imagery over the region-of-interest. For 
example, the U.S. Department of Agriculture’s National Agricultural Imagery Program (NAIP) 
acquires imagery of the country on a 3 year cycle and it may take 6 months or more, from the 
date of acquisition, before the images are available for use. If the DSF and CAUS are sensitive to 
changes caused by new construction, then imagery which is more than two years older than the 
date of the DSF/CAUS triggering action will probably not contain the changes on the landscape. 
This implies that the requirements of GEO’s change detection program could well exceed the 
supply of suitable imagery. We revisit this topic in Sections 6 and 8.  
 
1.4 How Accurate Does the Change Information Need to Be?  

 
The attribute accuracy and geometric (planimetric) accuracy of building locations and linear 
features such as roads is very important. It appears that it is highly desirable that FRs see MSPs 
and the MTdb road network information in their proper planimetric locations and attributed 
correctly when overlaid on rectified high spatial resolution digital imagery. If these features are 
mis-aligned when displayed in the Corporate Listing Device in future field operations, it is likely 
that significant errors and extraneous edits will be introduced during any field update process.   
 
The MTdb currently has in place a horizontal positional accuracy standard for road features (for 
which a spatial reference exists) which is 7.6 m (CE95) or less (MTAIP, 2008, p. 209). The 
Spatial Metadata Identifier (SMID) identifies the source of the coordinates for road edges and 
provides the link between the source and horizontal spatial accuracy information. The SMIDs 
were calculated using approximately 110 control points per county (located using survey grade 
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GPS units) located at identifiable (in TIGER) road intersections. The coordinates of the location, 
as calculated from the source, were compared with the ground control, and the positional 
differences were summed and averaged for the geographic area in question. The error figure 
(e.g., 3.2 m; CE95) became the SMID value for the roads edges represented in the MTDB from 
the tested source. Of the 46 million road edges in TIGER, approximately 38 million have a 
SMID value < 7.6 m (which is the desired positional accuracy for a road segment). The SMID 
values are reported in the FGDC compliant metadata provided with the TIGER/Line product.  
 
Logical checks are performed to ensure that MSPs falls within the correct block. However, there 
are no quantitative measures (equivalent to the CE95 values associated with the SMIDs) that 
indicate the positional accuracy of the MSPs stored in the MTdb.  According to the 2010 Census 
Address Canvassing Lister Manual (see Figure 1-3), the preferred location for collecting an MSP 
was the front door, so under ideal conditions, the MSP would be within 3 m of that location. 
Subsequent studies (Guptill, 2011) suggest that a large percentage of the existing MSPs, while 
within the correct block, are not positioned close to the structures.  
 

 
 

Figure 1-3. Locations to collect a map spot (Source: U. S. Census Bureau, 2008, p. 7-13) 

 
The MTdb accuracy specifications are summarized in REC-2011-011, Quality Indicators of the 
MTDB, and will be utilized as we evaluate various change detection technologies and options.  
 
1.5 What is the Feasibility of Conducting Wholesale MTdb Upgrades via Conflation with 
other GIS Data Sources before Commencing with Remote Sensing-based Change 
Detection? 

Geospatial data conflation is the combination of two different datasets covering the same area. 
The term conflation is used in the GIS industry and elsewhere for the many versions of this 
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problem, which range from combining digitized maps and GPS as sources of street centerline 
locations, to edge-matching of datasets across boundaries, to combining information from 
different sensors in remote sensing. In general, the aim of the conflation operation is to combine 
the best elements of both datasets to create a resultant dataset of higher quality than either of the 
inputs. The conflation techniques used depend on the types of geospatial data being matched: 
vector-to-vector; vector-to-imagery (raster); or raster-to-raster.  However, the basic principles are 
to accurately match conjugate features in each dataset and then align the rest of the geospatial 
objects (e.g., points or lines) in both datasets by using space partitioning techniques (e.g., 
Delaunay triangulation) or geometric interpolation techniques.  

Automated vector-to-vector conflation was first proposed by Saalfeld (1988) and the initial focus 
of his conflation research was to use the geometric properties of the vector files as the basis for 
the merger. Later research utilized additional components such as:  the similarities of vector 
shapes; network topology characteristics; and attribute matching. Most recently, matching of the 
semantics of the geospatial features is being utilized as an additional component in solving the 
problem (e.g., Adams, et al., 2010; Olteanu-Raimond and Mustière, 2008). 
 
The conflation of road networks involves matching two different versions of the same road 
network to determine which edges (road sections) match.  Once this matching has been 
established, attributes can be transferred between matching road sections, and missing road 
sections can be added from one network to another.   
 
Using conflation as part of the MTdb update and maintenance program is an important 
consideration because substantial change information might be obtained in this manner without 
the use of remote sensor data. If GEO can successfully implement conflation routines into its 
production operations, then the areas requiring updates utilizing remote sensing could be greatly 
reduced. The use of conflation is being actively investigated by GEO staff. A comprehensive 
plan has been set forth in REC-2012-034, Recommendation to Use Conflation Software to 
Update MTdb. 
 
Sources of local geographic information that might contain more current or spatially accurate 
content are certainly familiar to the staff of GEO based on their experience with LUCA and 
BAS, as well as the sources that provided information on addresses and spatial data for the 
MTAIP.  Other sources could be found using standard web services or developing or adapting 
web catalog servers and semantic web technology tuned to the needs of the Census. 
 
It should be noted that current imagery over the areas being conflated can be quite valuable as a 
source of ground truth. If features being conflated are spatially disjoint, the imagery can be used 
to select the more accurate data source. Also, there may be features that are present in the vector 
data sets that are not present in the imagery. Local governments often include the right-of-ways 
for planned streets in their GIS data sets, even if those streets have not been constructed. Up-to-
date imagery can resolve such issues.  However, as shown in Figure 1-4, detailed information 
regarding the lineage of each data source is required to resolve the issues. Figure 1-4 shows a 
local data set (from Loudoun County, VA) that has been conflated with TIGER roads, and 
overlaid on an image (Guptill, 2011). The TIGER roads are shown in black. Local roads that 
were not matched with TIGER are shown in red. Without accurate lineage information for each 
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dataset (TIGER roads, Loudoun roads, and imagery), one cannot know if the roads shown in red 
were built after the imagery was collected, are under construction, proposed, or totally erroneous.  
 

 
Figure 1-4.  Discrepancy between local roads not in TIGER (shown in red) and TIGER roads 
(shown in black).  

 
1.6 What are the Current Census Change Detection Procedures (Strengths and 
Weaknesses)?  
 
GEO currently uses the internally developed SIMPLE / iSIMPLE change detection program to 
identify areas that have undergone change. These procedures are described in two reports: 
Spatially Integrated MAF/TIGER Projected Linear Extractions (SIMPLE), Version 1.0 (Terango 
and Fleming, 2008) and Project Plan for the Improved Spatially Integrated MAF/TIGER 
Projected Linear Extractions (iSIMPLE) (Fleming, 2011). The iSIMPLE process involves visual 
on-screen detection of change, in which areas with relatively large amounts of change are 
flagged for possible revision by a separate update process (and workforce). The iSIMPLE 
methodology is described in more detail in Section 5.  
 
There are several difficulties with this change detection and update process. Both the 
identification and update processes are manual procedures, based on visual photointerpretation 
techniques. As such, the effectiveness and efficiencies of the process are dependent on the skill 
and ability of the photo interpreter. Differing skill levels of the photo interpreters make it 
difficult to maintain a consistent level of quality in the results.  
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The separation, both temporally and by work assignment, of the change detection process 
(iSIMPLE) and the update process (TURFUI), means that each targeted area gets handled twice. 
The iSIMPLE operator does not mark the features to be changed or added, but merely notes their 
existence and tallies these scores in a matrix. Then at some later time the TURFUI operator is 
required to repeat the discovery of the changes noted by the iSIMPLE operator within the 
targeted area. Our experience with the photo interpretation process suggests that these two 
assessments will not be uniformly consistent. Numerous authors (e.g., Lloyd and Hodgson, 2002; 
Lloyd et al., 2002; Jensen, 2007) discuss how different photo-interpreters extract different types 
of information from the same imagery based on: a) their visual acuity, b) their previous exposure 
to objects and features of a similar nature in the real world, c) the level of photo-interpretation 
training, d) the quality of the imagery used for photo-interpretation,  and e) the quality of the 
photo-interpretation instruments used. This assumes that the instructions given to the image 
analysts, the classification systems used, and the imagery characteristics are held as constant as 
possible.   
 
Having the targeting decision based solely on the count of errors is also of concern. In such a 
scheme, all errors have an equal weight. A missing unnamed road leading to single house has the 
same effect on the scoring algorithm as a missing segment of an Interstate highway. Also the 
scoring algorithm does not take into account the spatial context of the errors. A cell that contains 
30 discrepancies out of 300 features (a 10% rate) would be targeted for processing, where a cell 
that had 6 discrepancies out of 30 features (a 20% rate) would not be targeted. 
 
Both iSIMPLE and TURFUI utilize, for the most part, NAIP imagery. The NAIP imagery, 
collected by the Department of Agriculture, is collected at the time of year when the vegetation 
is active (leaf-on photography).  In terms of collecting structure and road features, this is 
precisely the wrong season for the photography, since structures and road features can easily be 
obscured by overhanging vegetation. Aerial photographs taken when vegetation is dormant (leaf-
off) are preferable for mapping structures and linear features.  
 
The NAIP imagery is collected over the United States on a three-year cycle (based on current 
resources).  Unless the iSIMPLE program utilizes another image source, the lack of current 
imagery would limit iSIMPLE evaluations to at most 1/3 of the country each year. Given the 
varying level of funding obtained by the NAIP program in the past and the uncertainties 
surrounding future levels of federal funding, it is quite possible that the image revisit cycle will 
be lengthened, thus decreasing its utility to the Census Bureau.  
 
Finally, these change detection operations focus primarily on linear road features.  The 
evaluation of the fidelity of the MSP data or the discovery of new housing units/structures is 
beyond the scope of their design.   
  
A Geography Division WG has recently submitted REC-2012-33, Recommendation to Use 
Change Detection to Identify Address and Spatial Updates to the MTDB, which sets forth a suite 
of new change detection activities that could be utilized to update the MTdb. The 
recommendations in GEO report can be compared and contrasted with the independent 
assessment and findings contained in Sections 5 and 8 of this report.  
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2.0 Remote Sensing System Requirements for Obtaining 
the Required Change Information 

 
The selection of the most appropriate remote sensing system for Census change detection is 
dependent on the types of geographic information desired and on sensor system and 
environmental considerations. Ideally, the remotely sensed data used to perform change 
detection is acquired by a remote sensor system that holds the following resolutions constant: 
temporal, spatial, spectral, radiometric, and look angle. Look angle is rapidly becoming an 
important system consideration that could be important to Census-related change detection 
particularly in the detection of structures obscured by dense foliage or other buildings. 
 
2.1 Spatial Resolution Considerations 
 
The nature of the change information required by Census (e.g., urban versus non-urban land 
cover; building footprints or centroid location; road or driveway centerline) dictates the spatial 
resolution of the remote sensor data that must be acquired. The general rule of thumb is to use 
imagery with a spatial resolution of one-quarter the size of the smallest object of interest to be 
detected.  For example, if Census personnel only need binary urban versus non-urban 
information for change detection purposes, then perhaps a spatial resolution of 30 x 30 m may be 
sufficient.  Conversely, if it is important to know the location of single-wide residential trailers 
that are approximately 12 ft. wide, then it would be necessary to collect imagery that has a 
spatial resolution of approximately  ¼ the size of the smallest dimension of the object of interest 
to be detected.  In this case that would be ¼ of 12 ft. = 3 ft., or a spatial resolution of 
approximately 1 x 1 m. The necessity of obtaining high spatial resolution imagery for urban 
applications is documented in Jensen and Cowen (1999) and Jensen (2007). 

 
For example, Figures 2-1 and 2-2 display digital aerial photography of a residential 
neighborhood in Irmo, SC, at spatial resolutions ranging from 0.1 x 0.1 m (approximately 4 x 4 
inches) to 250 x 250 m (approximately 775 x 775 ft.). It is clear from Figure 2-1 that individual 
building footprints and detailed road network information can only be identified and extracted 
from imagery that has a spatial resolution of  <1 x 1 m.  Interestingly, the 2 x 2 m and 5 x 5 m 
spatial resolution imagery is of marginal value for residential building detection although it can 
be used to locate large structures (e.g., commercial) and street centerlines.  Imagery at 30 x 30 m 
spatial resolution such as the Landsat Thematic Mapper data shown in Figure 2-2 can only be 
used to identify whether an area is urban or non-urban.  Residential road network information is 
difficult to extract using 30 x 30 m spatial resolution imagery. Imagery with a spatial resolution 
of >50 x 50 m are of little value for monitoring residential development or road networks.     
 
Sometimes aerial photography is collected using analog film (e.g., color, near-infrared) and 
special filters (e.g., haze and/or yellow minus-blue). The film emulsion consists of silver halide 
crystals of various size and sensitivity (e.g., to blue, green, red, and near-infrared light).  It is 
relatively straightforward for humans to study the hard-copy analog aerial photography using the 
elements of image interpretation (e.g., size, shape, shadow, pattern, texture).  However, in order 
to analyze analog aerial photography using digital image processing or soft-copy 
photogrammetric techniques it is necessary to digitize the density (or opacity) of the exposed 
silver halide crystals in the analog photography systematically in the x- and y-direction at a user-
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specified sampling distance (e.g., 100 micrometers) and convert the analog remote sensor data 
into digital remote sensor data.  Table 2-1 summarizes what the user-specified sampling distance 
should be given various scales of analog aerial photography and the desired resolution of the 
output digital remote sensor data. For example, if the user has acquired 1:20,000-scale analog 
aerial photograph and desires to convert it into digital remote sensor data with a 1 x 1 m spatial 
resolution, then it is necessary to scan the analog photography at a spacing of 500 dots per inch 
(dpi) or 50.8 m. The process can output data at various levels of radiometric precision such as 
8-bit, 9-bit, 10-bit, or 11-bit as discussed in Section 2.4. 
 
Significance of spatial resolution to Census Bureau change detection: The identification of 
changes in urban versus non-urban land cover may be possible using Landsat Thematic Mapper 
type imagery that has a spatial resolution of 30 x 30 m.  Streets greater than 60 m might be able 
to be resolved.  High spatial resolution imagery < 1 x 1 m is normally required to identify the 
building footprint or centroid of residential structures and to extract accurate road network 
information. Sometimes it may be necessary to convert analog aerial photography into digital 
remote sensor data at a specific spatial resolution (e.g., 1 x 1 m).  The use of analog aerial 
photography and the subsequent digitization of the data should be avoided whenever possible 
due to the significant amount of time and labor involved.  It is better to simply collect digital 
remote sensor data at the desired spatial resolution.  
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Figure 2-1. Vertical digital aerial photography of Irmo, SC, obtained at 0.1 x 0.1 m spatial 
resolution and other derived spatial resolutions (Source: Jensen). 
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Figure 2-2. Vertical digital aerial photography of Irmo, SC, at 10 x 10 and 20 x 20 m spatial 
resolution derived from the 0.1 x 0.1 m spatial resolution data shown in Figure 2-1. The 30 x 30 
m data is actual Landsat Thematic Mapper data of the same residential area (see red arrow for 
the subdivision location).  The 50 x 50 to 250 x 250 m spatial resolution examples were derived 
from the Landsat Thematic Mapper 30 x 30 m data (Source: Jensen). 
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Table 2-1. Relationship between digitizer detector instantaneous-field-of-view (IFOV) measured 
in dots-per-inch (DPI) or micrometers (µm), the scale of the analog imagery, and the pixel 
ground resolution at various scales (adapted from Jensen, 2005; Jensen and Jensen, 2013). 

 

Digitizer Detector IFOV Pixel Ground Resolution at Various Scales (in meters) 

Dots-per-inch (DPI) Micrometers 1:40,000 1:20,000 1:9,600 1:4,800 1:2,400 1:1,200  

100 254.00 10.16 5.08 2.44 1.22 0.61 0.30 

200 127.00 5.08 2.54 1.22 0.61 0.30 0.15 

300 84.67 3.39 1.69 0.81 0.41 0.20 0.10 

400 63.50 2.54 1.27 0.61 0.30 0.15 0.08 

500 50.80 2.03 1.02 0.49 0.24 0.12 0.06 

600 42.34 1.69 0.85 0.41 0.20 0.10 0.05 

700 36.29 1.45 0.73 0.35 0.17 0.09 0.04 

800 31.75 1.27 0.64 0.30 0.15 0.08 0.04 

900 28.23 1.13 0.56 0.27 0.14 0.07 0.03 

1000 25.40 1.02 0.51 0.24 0.12 0.06 0.03 

1200 21.17 0.85 0.42 0.20 0.10 0.05 0.03 

1500 16.94 0.67 0.34 0.16 0.08 0.04 0.02 

2000 12.70 0.51 0.25 0.12 0.06 0.03 0.02 

3000 8.47 0.33 0.17 0.08 0.04 0.02 0.01 

4000 6.35 0.25 0.13 0.06 0.03 0.02 0.008 
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Useful Scanning Conversions:  
 
DPI = dots per inch;  µm = micrometers;  I = inches;  M = meters 
From DPI to micrometers:   µm = (2.54 / DPI)10,000 
From micrometers to DPI:   DPI = (2.54 / µm)10,000 
From inches to meters:  M = I x 0.0254  
From meters to inches:   I = M x 39.37 

Computation of Pixel Ground Resolution: 
 

PM = pixel size in meters; PF = pixel size in feet; S = photo or map scale factor 
Using DPI:  PM = (S/DPI)/39.37           PF = (S/DPI)/12 
Using micrometers:  PM = (S x µm) 0.000001 PF = (S x µm) 0.00000328 
For example, if a 1:6,000 scale aerial photograph is scanned at 500 DPI, the pixel size will be (6000/500)/39.37 = 0.3048 meters per pixel or 
(6000/500)/12 = 1.00 foot per pixel. If a 1:9,600 scale aerial photograph is scanned at 50.8 µm, the pixel size will be 
(9,600 ´ 50.8)(0.000001) = 0.49 meters or (9,600 ´ 50.8)(0.00000328) = 1.6 feet per pixel.  
 

 
 
2.2 Spectral Resolution Considerations 
 
A fundamental assumption of image-to-image digital change detection using optical remote 
sensing instruments such as digital cameras and multispectral scanners is that a difference exists 
in the spectral response of a pixel (or segmented object) on two dates if the biophysical materials 
within the pixel or segmented object have changed between dates.  The classes of information 
deemed important by the Census (e.g., urban versus non-urban land cover, buildings, roads) will 
determine what spectral (or backscattered energy in the case of RADAR) information must be 
collected to discriminate among the classes.  
 
Ideally, the same sensor system is used to acquire imagery on multiple dates. This is best 
accomplished by holding the remote sensing system constant.  For example, the Leica 
GeoSystems, Inc., ADS80 digital frame camera has one panchromatic band (465 – 676 nm) and 
four multispectral bands ranging from 420 – 920 nm (Figure 2-3a).  Hopefully, digital imagery 
obtained on multiple dates would use the exact same ADS80 sensor system configuration.  If the 
ADS80 cannot be used to collect the data, then a sensor with approximately the same bands 
would be ideal.  The bandwidths do not need to be exactly the same, but they should be as close 
as possible, e.g., in the blue, green, red, and near-infrared regions. For example, it is clear from 
Figure 2-3a, e, and f that, although they are not identical, selected blue, green, red, and near-
infrared bandwidths of the GeoEye-1 and WorldView-2 satellite systems are compatible with the 
spectral bandwidths of the ADS80 digital frame camera.  Conversely, the ADS80 panchromatic 
only records blue, green, and red reflected energy while the GeoEye-1 and WorldView-2 
panchromatic band records energy in the blue, green, red, and near-infrared wavelengths.  Image 
to image comparison of the panchromatic bands from the ADS80 versus the GeoEye-1 or the 
WorldView-2 panchromatic bands could be problematic. Many of the change detection 
algorithms do not function well when bands (or frequencies in the case of RADAR) from one 
sensor system do not match the bands associated with another sensor system used to acquire 
imagery on a different date.  
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Significance of spectral resolution to Census Bureau change detection: Ideally, the imagery is 
obtained using the exact same sensor system on multiple dates. When this is not possible, the 
spectral resolution variables (e.g., number of bands, bandwidths) associated with the multiple 
dates of remote sensor data should be held as constant as possible.  
 

 
 

Figure 2-3. a) Spectral bandwidths of the Leica GeoSystems, Inc., ADS80 digital frame camera. 
b) The individual bands of multispectral imagery. c) Natural color-composite. d) Color-infrared 
color-composite. e) Geo-Eye-1 spectral bandwidths. f) WorldView-2 spectral bandwidths 
(Source: Jensen). 
 
2.3 Temporal Resolution Considerations 
 
There are several important temporal resolution considerations when conducting remote sensing-
assisted change detection. First, ideally the remote sensor data are collected by a sensor system 
that acquires data on a predictable schedule (e.g., every 16 days) and at approximately the same 
time of day, e.g., 10:30 am, for a particular geographic area on the Earth (e.g., 23o N. latitude) 
(Figure 2-4a).  This eliminates diurnal Sun angle effects that can cause anomalous differences in 
the reflectance properties of the multiple-date remotely sensed data.  
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Second, whenever possible it is desirable to use remotely sensed data acquired on anniversary 
dates for change detection of urban-suburban land cover, e.g., June 1, 2014, and June 1, 2016 
(Figure 2-4b). Anniversary dates minimize the influence of seasonal Sun-angle and plant 
phenological differences that can negatively impact a change detection project (Jensen, 2005; 
Jensen et al., 2009).  In addition, all of the shadows found in the anniversary date imagery 
obtained by the same sensor system at approximately the same time of day have the same 
shadow orientation and length.  This is extremely important when extracting change information 
from the imagery because changes in shadow length and orientation can introduce many 
inaccurate change artifacts into the study.  

 
Finally, even if the Census has access to near-anniversary date imagery collected systematically 
by the same sensor system, the imagery must usually be collected and analyzed to meet very 
specific bureaucratic requirements such as those shown in Figure 2-4c.  Therefore, the remote 
sensing-assisted change detection data collection plan must be based first and foremost on the 
bureaucratic requirements to ensure that the required change information is available when 
needed. 

 

 
Figure 2-4. a) Ideally, remote sensor data is collected by a sensor on a predictable basis at the 
same time of day. b) When conducting multiple-year change detection to identify changes in 
land cover it is usually best to use anniversary date imagery. c) Bureaucratic requirements must 
be thoroughly understood in order to properly design a remote sensing-assisted change detection 
investigation (Source: Jensen). 
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Significance of temporal resolution for Census Bureau change detection: Whenever possible, the 
Census should obtain imagery by a single sensor system that acquires imagery on a predictable 
basis at the same time of the day.  This minimizes the effects of sun angle effects. Unfortunately, 
it may be necessary for the Census to use a variety of remote sensing systems that acquire 
imagery on different cycles and at different times of the day to obtain the required imagery for 
change detection. Census temporal bureaucratic requirements should dictate when the remote 
sensing-assisted change detection results must be available.  
 
2.4 Radiometric Resolution Considerations 
 
As previously mentioned in Section 2.2, it is possible to digitize the analog aerial photography 
and convert it into digital remote sensor data at a specific spatial resolution (e.g., 1 x 1 m) and a 
specific radiometric resolution (e.g., 8-bit values from 0 to 255). Conversely, most modern 
digital remote sensing systems now routinely collect data at radiometric resolutions ranging from 
8-bit (values from 0 to 255) to 11-bit (values from 0 to 2,047) (Figure 2-5). For example, 
GeoEye-1 and WorldView-2 remote sensing systems collect multispectral data with 11-bit 
radiometric resolution. Generally, the better the radiometric resolution, the higher the probability 
that just noticeable differences in spectral reflectance will be able to be discerned between 
various objects on the terrain (e.g., between building rooftop materials and surrounding tree and 
grass vegetation). If possible, the remote systems collecting the imagery to be used for digital 
change detection should have the same radiometric resolution (e.g., 11-bit). 

 
Ideally, remote sensor data are collected on multiple dates using the identical remote sensing 
system which holds the radiometric resolution variable constant.  However, if one of the dates of 
imagery has a radiometric resolution that is inferior to the other (e.g., one consists of 8-bit data 
and one consists of 10-bit data), then it is general practice to transform the inferior data (e.g., 8-
bit with values from 0 to 255) to the same radiometric level as the superior radiometric resolution 
(e.g., 10-bit with values from 0 to 1023).  Of course, the radiometric characteristics of the 8-bit 
data are not actually improved during this process. But the transformed 8-bit data now have a 
range of values that is compatible with the 10-bit data. An even more elegant solution is to 
convert the 8-bit data to scaled percent reflectance (values from 0 to 100%) and convert the 10-
bit data to scaled percent reflectance (values from  0 to 100%). This is common practice in 
sophisticated remote sensing digital image processing analysis when one is trying to track 
biophysical variables such as leaf-area-index (LAI) or biomass through time. However, it is not 
often applied to remote sensor data that is to be used for urban-suburban image classification and 
change detection. Similarly, most of the multiple date digital imagery analyzed using soft-copy 
photogrammetric techniques is not transformed into scaled percent reflectance values prior to 
processing. 
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Figure 2-5. Digital image processing terminology and radiometric resolution characteristics of 8-
bit, 9-bit, and 11-bit remote sensor data (Source: Jensen). 
 

 
 Significance of radiometric resolution to Census Bureau change detection: The remote sensor 
data used for change detection should have sufficient radiometric resolution, i.e., at least 8-bit.  It 
is ideal when the multiple date remote sensor data are collected by the same sensor system which 
holds radiometric resolution constant. If necessary, digital remote sensor data of the same 
location obtained by sensors with different radiometric resolutions can be converted to scaled 
percent reflectance prior to analysis if necessary.  However, this is not recommended practice as 
it is a time-consuming process.  
   
2.5 Look Angle Considerations 
 
Remote sensing systems collect data looking directly beneath the spacecraft or aircraft (i.e., at 
nadir) or from off-nadir (oblique) look angles (e.g., up to 20o off-nadir).  The greater the off-
nadir look-angle, the higher the probability that the energy recorded within a pixel is from the 
side of an object such as a building or tree rather than from the top of the object. Thus, the 
spectral characteristics of rooftop materials collected June 5, 2010 may have substantially 
different spectral reflectance characteristics when the energy from the same building is recorded 
by the same sensor on June 5, 2011 or June 5, 2012 at substantially different look angles across-
track (Figure 2-6). When the three images are analyzed to detect change, the building rooftop 
might incorrectly be labeled as having changed due simply to the differences in spectral rooftop 
reflectance caused by different off-nadir look angles. Therefore, whenever possible it is best to 
use multiple date imagery with the same look-angle when conducting change detection.  Ideally, 
the data are collected at nadir. Most change detection algorithms do not work well when the look 
angle on one date of imagery is dramatically different from the other date of imagery.  
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Figure 2-6. Geometric characteristics of across-track nadir and off-nadir data collection (Source: 
Jensen). 
 
 

It is important to remember, however, that viewing an object from two or more different vantage 
points from imagery usually collected on the same day introduces what is called stereoscopic 
parallax.  Viewing an object such as a building from two or more vantage points (i.e., look 
angles) is absolutely necessary for soft-copy photogrammetric analysis.  The information 
contained in the stereoscopic model is used to a) identify the planimetric location of building 
footprints in x,y- coordinate space, and/or b) determine the absolute elevation of the rooftop if 
sufficient ground control information is available to scale and level the model.  Thus, imagery 
obtained from different look angles on the same date are essential for photogrammetric analysis. 
However, serious image analysis problems can occur when the imagery is obtained on different 
dates with different nadir and off-nadir characteristics and used for change detection purposes. 

 
Significance of look-angle to Census Bureau change detection:  Numerous remote sensing 
systems discussed in Section 4.0 collect remote sensor data at off-nadir look angles (e.g., SPOT, 
GeoEye-1, WorldView-2, Pictometry, etc.).  Ideally, all remote sensor data used for change 
detection are collected at nadir.  When this is not possible, it is wise to use imagery that has been 
acquired with a look-angle of <10 o off-nadir unless it is being analyzed photogrammetrically.  
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3.0 Environmental/Developmental Considerations when  
Performing Image-to-Image Change Detection 

 
When performing image-to-image change detection it is desirable to hold as many environmental 
variables constant as possible. 
 
3.1 Atmospheric Conditions and Atmospheric Correction/Image Normalization 
Considerations  
 
Ideally, the sky is 100% free of clouds and there is low relative humidity on the dates that 
imagery is collected for change detection purposes.  When atmospheric conditions are not ideal, 
it may be necessary to a) delete some of the images from further consideration, and/or b) apply 
various atmospheric corrections to the remote sensor data so that spurious change due to 
atmospheric conditions is not identified. 
 
Clouds: The most accurate image-to-image optical change detection is performed using aerial 
photography or digital satellite remote sensor data that are acquired with 0% cloud cover.  
Clouds introduce extremely serious problems to change detection studies. Each cloud on a single 
image obscures the terrain below from investigation (Figure 3-1a). It also causes serious 
problems during the change detection because there is no land cover or structural information 
available where the cloud was present, resulting in ambiguous change detection in this area. All 
the user can do is create a mask and identify certain areas as incomplete because of “cloud cover 
problems”. 
 
Cloud shadow:  In addition, almost every cloud casts a shadow visible in the imagery except 
when the cloud is a nadir relative to the sensor system.  Usually the cloud shadow is some angle 
away from the actual cloud due to a) sensor viewing geometry conditions (e.g., the camera is 
pointed 10 degrees off-nadir), or b) the angle of the Sun which is a function of the time of year 
(e.g., June 21, the Summer Solstice) and the latitude of the study area (e.g., 30 degrees N. 
Latitude). The terrain in the shadow area may be visible in the imagery, but it is usually much 
darker in tone due to the reduced amount of solar illumination reaching the terrain (Figure 3-1b).  
This causes the same feature (e.g., building, road) to have substantially different spectral 
reflectance characteristics than the same feature observed on a different date (e.g., the next day) 
using the identical remote sensing data collection parameters with 0% cloud cover. When it is 
absolutely necessary to extract information from a geographic area that lies in cloud shadow, it is 
best to stratify this area (i.e., mask it out) and classify it separately using its unique spectral 
properties.  Once classified, the masked out area can be digitally stitched back into the final date 
dataset and then used in the change detection procedure.  
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Figure 3-1. a) Clouds and cloud shadows in a pre-Tsunami DigitalGlobe multispectral image. b) 
Cloud cover is not present in the post-Tsunami image (images courtesy of DigitalGlobe, Inc.). 
 
 
Relative Humidity and other Atmospheric Constituents: Often the imagery used for image-to-
image change detection is free of clouds but there is substantial water vapor in the atmosphere 
resulting in high relative humidity or in certain areas there may be elevated amounts of haze or 
smog in the atmosphere.  When this occurs, it may be necessary to apply atmospheric correction 
to the individual dates of remote sensor data prior to change detection.  This is done using either 
a) relative atmospheric radiometric normalization techniques, or b) absolute radiometric 
correction discussed in Chapter 4. 
 
Significance of atmospheric conditions to Census Bureau change detection: Cloud-free imagery 
with minimal atmospheric attenuation is best for change detection.  When it is necessary to use 
atmospherically –attenuated data, all areas that are obscured by clouds or that fall within cloud 
shadows should be carefully masked and processed independently. This of course adds 
considerable cost to the change detection process.  In addition, if any of the individual dates of 
imagery were acquired during periods of high water vapor, haze, or smog then it may be 
necessary to either atmospherically normalize the data or subject it to an absolute atmospheric 
correction. Again, these operations take a significant amount of time and human interaction and 
should be avoided whenever possible.  The best solution is to only use imagery with <5% cloud 
cover collected when atmospheric attenuation is at a minimum. Of course, this is often not the 
case and imagery has to be used that contains clouds, cloud shadows, and atmospheric water 
vapor, dust, and smog particles. 
 
3.2 Soil Moisture Conditions  
 
Ideally, the soil moisture in the study area is the same (held constant) on both of the images used 
to detect change.  Unfortunately, this is often not the case.  Frontal systems often move into an 
area and drop a relatively consistent amount of precipitation on the landscape.  When this occurs, 
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the entire area under investigation might have similar soil moisture conditions. Conversely, 
sometimes thunderstorms drop precipitation over randomly located areas in a lobe-shaped 
pattern.  This results in randomly located areas that have higher soil moisture than surrounding or 
adjacent areas.  Of course, the absence of soil moisture during drought conditions can also create 
a landscape that is extremely dry. 
 
Geographic areas with extremely low soil moisture typically will exhibit substantially higher 
spectral reflectance throughout the visible and near-infrared portions of the spectrum than the 
same terrain when it is saturated and has high soil moisture content.  Therefore, multiple-date 
imagery of terrain that is either very moist or very dry can be very problematic when subjected to 
change detection algorithms, resulting in spurious regions of change being identified due to 
differences in soil moisture rather than actual changes in features. If the two images under 
examination exhibit substantial differences in soil moisture, it may be possible to apply 
radiometric normalization to one of the images to make it have approximately the same spectral 
reflectance characteristics as the other image.  If only a portion of an image exhibits higher or 
lower than normal soil moisture due to thunderstorm precipitation or drought conditions, then it 
is best to stratify (mask-out) this area out and analyze it separately to extract land cover 
information.  This stratified area is then reinserted into the land cover classification database 
prior to performing the change detection.  
 
Significance of soil moisture conditions to Census Bureau change detection: It is best to use 
multiple date remote sensor data of an area that has identical soil moisture conditions.  When this 
is not possible and it is still necessary to use the imagery, then additional processing will be 
required to perform radiometric normalization and/or stratification to use the imagery for change 
detection.  This will dramatically increase the time and effort required to detect change.   
 
3.3 Urban Development Phenological Cycle Characteristics  
 
The Census Bureau is mainly interested in identifying changes in housing and the road networks. 
Housing development goes through phenological changes just like vegetation (Jensen, 1981; 
Jensen and Cowen, 1999; Jensen, 2005; 2007).  Therefore, it is possible to capture images of 
urban land cover or land use in dramatically different stages of development in each date of 
imagery (e.g., forest, cleared land, partially built home or apartment, completely built home or 
apartment).  For example, Figure 3-2 is a dichotomous key that can be used to document 17 
stages of residential development. Note that it immediately bifurcates based on whether the 
terrain is completely or partially cleared of vegetation.  An example of the use of the key is 
shown for two dates of panchromatic photography obtained in 1976 and 1978 near Denver, CO 
(Figure 3-3). Only the left hand side of the key is used with numbers from 1 to 10 because the 
terrain was always completely cleared of all vegetation when developed.  
 
The stages of development for a residential area in Beaufort County, SC, are identified in 2007 
and 2011 high resolution Pictometry, Inc., imagery in Figure 3-4.  Once again, this example is 
only demonstrating the 10 developmental classes associated with land that is completely cleared.  
Note the range of stages of development in the 2007 imagery including parcels with buildings in 
the process of being framed and parcels with just a concrete pad in place (Figure 3-4a).  The 
imagery is overlaid with 2012 parcel information. Almost all of the residences in 2012 are 
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completely landscaped. The 2012 image is overlaid with street names. Each parcel with an 
address is highlighted with a flag icon (Figure 3-4b).  

 

 
 

Figure 3-2. A dichotomous key can be used to identify progressive states of residential 
development.  It begins by determining whether the area still has the original land cover or 
whether it has been partially or completely cleared.  Then, additional decisions are made about 
subdivision, transportation, buildings, and landscaping (Source: adapted from Jensen, 2005; 
2007). 
 
 
Significance of the urban phenological cycle to Census Bureau change detection: The 
significance of the dichotomous key and the Denver, C0, and Beaufort, SC, examples is that 
residential housing is not captured in simple presence or absent conditions in remotely sensed 
data, i.e.,  original terrain (#1), or subdivided, paved roads, buildings, and landscaped (#10). 
Instead, individual dates of imagery record a given parcel of land in as many as 17 different 
states of development.  This is one reason why residential change detection based on the use of 
remote sensing imagery is difficult.  
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Figure 3-3. a) Panchromatic aerial photograph (original scale 1:52,800) of a part of the 
Fitzsimmons 7.5-minute quadrangle near Denver, CO on October 8, 1976. The photography was 
visually photo-interpreted and classified into 10 classes of residential development using the 
logic shown in Figure 3-2. b) Panchromatic aerial photograph (original scale 1:57,600) obtained 
on October 15, 1978 (Source: Jensen, 2005; 2007). 
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Figure 3-4. a) The stages of residential development for an area in Beaufort County, SC, in 2007. 
b) The stages of residential development for an area in Beaufort County, SC, in 2011. Each 
building with an icon has a residential address (imagery courtesy of Beaufort County GIS 
Department and Pictometry, Inc.). 
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3.4 Housing and Road Obscuration by Trees or Other Buildings 
 
The identification of residential buildings and the road network are two of the most important 
reasons that the Census Bureau wants to perform change detection.  Unfortunately, one- and two-
story residential buildings can be obscured from view by tall dense tree canopy and/or by nearby 
higher buildings that are displaced from their true planimetric position in the image. This can 
result in single- and multiple-family residential buildings not being detected in individual 
images.  However, there are new suborbital sensor systems such as those used by Pictometry, 
Inc., which collect data at nadir and from additional off-nadir look angles (e.g., North, South, 
East, and West).  These multiple-look angle images can provide unique information about 
housing.   
 
For example, Figure 3-5a is a nadir view of several single-family residential homes in Beaufort, 
SC collected on February 2, 2011. The image is centered on the driveway of a home that is 
almost completely obscured from view.  The oblique views of the home looking from the North 
to the South (Figure 3-5c) and from the East to the West (Figure 3-5e) also do not provide much 
information of value.  Conversely, the oblique views from the South to the North (Figure 3-5b) 
and from the West to the East (Figure 3-5d) provide sufficient image information to determine 
that there is a residential home beneath the tree canopy.  Note that the trees in the neighborhood 
also obscure some of the roads. Unfortunately, only a few companies have software that can be 
used to detect change from oblique imagery obtained on multiple dates.  
 
Significance of obscuration to Census Bureau change detection: Sometimes roads and buildings 
are obscured by tall buildings or tree canopy when viewed from a nadir perspective. When this 
occurs, one alternative is to record images of the landscape from several different oblique 
vantage points (i.e., look angles). Hopefully, one of these off-nadir images can be used to 
identify the structure or road segment of interest.  Unfortunately, without specialized software 
such as that available from Pictometry, Inc., it is relatively difficult to perform change detection 
on imagery that has been obtained from diverse off-nadir look directions.   
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Figure 3-5. a) Buildings and roads may be obscured from view by tall dense tree canopy 
when imagery is collected at Nadir in leaf-on conditions. The image is centered on the 
driveway of an obscured residential home. b-e) The same residential area viewed from four 
different cardinal directions. The view from the South to the North (b) provides the most 
detailed information about the residential home (imagery courtesy of Beaufort County GIS 
Department and Pictometry, Inc.).  
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4.0 Collect Remote Sensor Data based on the Census Bureau’s 
Geographic Information Requirements  

 
GEO’s geographic information requirements, sensor system resolution considerations, and 
environmental considerations previously were discussed in Chapters 1.0 - 3.0 of this report. 
These requirements are the basis for choosing the most appropriate remote sensor data. The 
Census Bureau has the option of building change detection around satellite remote sensing 
systems, airborne systems, or a combination of the two technologies.  The following subsections 
identify the spatial, spectral, temporal, radiometric, and other characteristics of the major remote 
sensing alternative technologies that can provide imagery for image-to-image change detection.  
Observations about the relevance of each remote sensing system for Census Bureau change 
detection are provided. Selected types of remote sensing systems used for multispectral and 
hyperspectral data collection are shown in Figure 4-1. 

 
The remotely sensed data used in image-to-image change detection algorithms consists of a base 
year (time n) and an image acquired in a subsequent year(s) (time n+i) (Jensen, 2005; Jensen et 
al., 2009). However, the base year (time n) geographic information does not need to be an image.  
It could be an MTdb benchmark dataset or a parcel geodatabase. The utility of these non-image 
datasets for change detection are discussed in Chapter 6. The following sections summarize 
many of the major remote sensing systems that can be used to collect imagery for Census Bureau 
change detection, including: a) satellite remote sensing data collection, and b) suborbital airborne 
remote sensing data collection. 
 
4.1 Satellite Remote Sensing Data Collection 
 
There are numerous sources of satellite remote sensor data for Census Bureau change detection.  
Some of them are based on United States’ public domain sensor systems. Others are commercial 
remote sensing systems or foreign national remote sensing. This report provides information on 
the characteristics of the following panchromatic/multispectral, hyperspectral, and RADAR 
satellite remote sensing systems. 

4.1.1 Satellite Panchromatic and Multispectral Remote Sensing 

Panchromatic remote sensing is the collection of remote sensor data in one relatively large 
spectral band (channel).  Panchromatic bands historically measured reflected energy in the green 
and red portions of the electromagnetic spectrum (e.g., 500 – 700 nm). Some recent 
panchromatic sensors measure energy in the green, red, and near-infrared portion of the spectrum 
(e.g., 500 – 900 nm).  
 
Multispectral remote sensing is the collection of remote sensor data in multiple bands of the 
electromagnetic spectrum. So, technically speaking, all color and color-infrared aerial 
photography are multispectral remote sensing products. Most multispectral remote sensing 
systems strive to collect imagery with several bands in the optical portion of the spectrum (e.g., 
blue, green, red, and near-infrared), in the middle-infrared, and sometimes in the thermal-
infrared regions. A diagram of how a scanning system functions is shown in Figure 4-1c. A 
mirror scans the terrain perpendicular to the direction of flight. Electromagnetic energy reflected 
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or emitted from within the IFOV of the sensor system is projected onto a bank of detectors. An 
analog-to-digital conversion transforms the electrical measurements into radiance (W m-2 sr-1). 

 

 
 

Figure 4-1. Selected types of remote sensing systems used for multispectral and hyperspectral 
data collection: a) traditional analog (film) aerial photography, b) digital frame camera aerial 
photography based on area arrays, c) imaging using a scanning mirror and discrete detectors, d) 
multispectral imaging using linear arrays (often referred to as “pushbroom” technology), e) 
imaging with a scanning mirror and linear arrays (often referred to as “whiskbroom” 
technology), and f) imaging spectrometry using linear and area arrays (Source: Jensen). 
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4.1.1.1 NASA Landsat Multispectral Scanner (MSS), Thematic Mapper (TM), 
Enhance Thematic Mapper Plus (ETM+), and Landsat Data Continuity Mission 
(LDCM) 

 
The United States has progressed from the Landsat multispectral scanners (MSS) launched in 
1972, 1975, and 1978 to more advanced scanners such as the Landsat Thematic Mappers 
(TM)  (launched in 1982 and 1984) and the Landsat 7 Enhanced Thematic Mapper Plus 
(ETM+) launched in 1999. Landsat satellites 1-5 all carried the four band Multispectral Scanner 
(MSS) which acquired data in four visible-near-infrared (VNIR) bands at 79 x 79 m spatial 
resolution. Landsat 6 did not achieve orbit on October 5, 1993 (Figure 4-2). The Landsat 4 and 5 
also carried a new Thematic Mapper sensor that acquired data in six multispectral bands at 30 x 
30 m spatial resolution and a thermal infrared band at 120 x 120 m (Table 4-1). Two of the TM 
bands were in the short-wavelength-infrared (SWIR) part of the spectrum. Landsat 5 provided 
exceptional service until it failed in 2012.  

Landsat 7 had an Enhanced Thematic Mapper Plus (ETM+) with a 15 x 15 m panchromatic band, 
six VNIR/SWIR bands, plus a 60 x 60 m thermal infrared band (Figure 4-2 and Table 4-1). On 
May 31, 2003, the Scan Line Corrector (SLC) onboard Landsat 7 (ETM+) failed. The SLC 
compensates for the forward motion of the satellite when acquiring image data. Therefore, 
without an operating SLC, the line of sight traces a zigzag pattern along the satellite ground track 
resulting in data gaps that form alternating wedges that increase in width from the center of the 
image to the edge. Some still use Landsat 7 data by using two different dates to fill gaps in one 
Landsat 7 scene using pixels from another scene of the same site taken shortly before or after the 
gap.  Unfortunately, the SLC problem severely degrades the imagery for individual date land 
cover classification and multiple-date change detection.   

In October, 2008, the USGS made the entire Landsat archive, over 3 million images, available 
via the internet at no cost (Castle, 2011). The USGS and NASA partnered to post the Global 
Land Survey (GLS) (http://landsat.usgs.gov/science_GLS2005.php) epochs of Landsat imagery, 
comprised of one image per each epoch worldwide from the 1970s, 1990s, 2000, and 2005. 
Images included in each GLS epoch are chosen for peak growing season and minimal cloud 
cover. The USGS Landsat Global Archive Consolidation (LGAC) effort is currently working to 
consolidate the Landsat archives of all stations worldwide to make all Landsat scenes available 
to all users. This effort to systematically acquire, reconcile, and ingest all recoverable foreign 
data is estimated to last a number of years. As data are successfully ingested, the Landsat scenes 
will become immediately available for download. More details can be found on 
http://landsat.usgs.gov/Landsat_Global_Archive_Consolidation.php. Figure 4-3 maps the 
number of Landsat 4, 5 and 7 scenes delivered from October 1, 2011 through March 31, 2012 
(http://landsat.usgs.gov/ Landsat_Project_Statistics.php). The majority were in the United States. 
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Figure 4-2. The chronological launch history of the Landsat satellites and their range of spatial 
resolution. Examples of Landsat MSS, TM, an ETM+ imagery of Dallas-Fort Worth, TX, are 
shown (Source: Jensen; information courtesy of NASA and USGS). 
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Figure 4-3. Downloads of Landsat 4, 5, and 7 data from October 1, 2011 through March 31, 
2012. The cumulative number of scenes downloaded is also provided (Source: Jensen; 
information courtesy of NASA and USGS). 
 
 
The Landsat Data Continuity Mission (LDCM), to become Landsat 8 after launch, is a 
partnership between the National Aeronautics and Space Administration (NASA) and the U.S. 
Geological Survey (USGS). The LDCM is scheduled to be launched in January, 2013. The 
mission of the LDCM is to (1) collect and archive medium resolution (circa 15- to 30-m spatial 
resolution) multispectral image data affording seasonal coverage of the global landmasses for a 
period of no less than 5 years, (2) ensure that LDCM data are sufficiently consistent with data 
from the earlier Landsat missions in terms of acquisition geometry, calibration, coverage 
characteristics, spectral characteristics, output product quality, and data availability to permit 
studies of land-cover and general land-use change over time, and (3) distribute LDCM data 
products to the public via the Internet on a nondiscriminatory basis and at a price no greater than 
the incremental cost of fulfilling a user request (USGS, 2010b).   

The LDCM is planned as a 5-year mission but will include enough fuel for 10 years of operation. 
The remote sensing instrument is the Operational Land Imager (OLI). The OLI will collect land-
surface data with a spatial and spectral resolution consistent with historical Landsat TM and 
ETM+ data at 15 x 15 m (panchromatic) and 30 x 30 m (multispectral VNIR/SWIR) (Figure 4-2).  
It will also feature two additional spectral channels: an “ultra-blue” band for coastal and aerosol 
studies and a band for cirrus cloud detection.  A thermal infrared sensor (TIRS) will collect data 
in two long wavelength bands that will be co-registered with OLI data. About 400 scenes per day 



 

38 
 

will be collected and terrain-corrected to a geographic projection. In 2007, a plan was put forth 
for a National Land Imaging Program that includes calling for operational moderate resolution 
land imaging into the future (USGS, 2010b). Landsat 9 is in the very preliminary planning stages 
for launch in 2018.  
 
Significance of Landsat for Census Bureau change detection: The Thematic Mapper on Landsat 
5 is no longer functioning and much of the current Landsat 7 multispectral data is of no practical 
value for change detection due to the serious Scan Line Corrector problem.  Therefore, in mid-
2012, there is a data gap for 30 x 30 m multispectral remote sensor data provided by a United 
States’ sensor until the LDCM Orbital Land Imager (OLI)/thermal infrared (TIR) sensors are 
launched in 2013.  When the OLI becomes operational, it will have 30 x 30 m spatial resolution 
for the multispectral bands and 15 x 15 m for the panchromatic band.  Therefore, the data will 
still only be suitable for identifying general rural-to-urban “change/no-change” land cover 
information.  More detailed information about buildings and street centerlines will have to come 
from higher spatial resolution imagery or from field data collection. It is unlikely that the two 
120 x 120 m thermal infrared sensors (TIR) will be of significance for change detection 
purposes. Hopefully, the Census Bureau should be able to depend on the availability of LDCM 
data for approximately 5 years from 2013 to 2018.   
 

4.1.1.2 NASA Earth Observing-1 (EO-1) Advanced Land Imager (ALI)  
 
The NASA Earth Observing-1 (EO-1) satellite was launched on November 21, 2000 as part of a 
one-year technology validation/demonstration mission. The mission operated three advanced 
technology verification land imaging instruments.  They were the first Earth-observing 
instruments to be flown under NASA’s New Millennium Program. The three instruments are the 
Advanced Land Imager (ALI), the Hyperion hyperspectral imager, and the Linear Etalon 
Imaging Spectrometer Array (LEISA) Atmospheric Corrector (LAC). These instruments were 
supposed to enable future Landsat and Earth observing missions to more accurately classify and 
map land utilization globally. EO-1 was launched on November 21, 2001, into a polar orbit with 
an equatorial crossing time of 10:03 a.m. (descending node), an altitude of 705 km, an 
inclination of 98.2 deg., and an orbital period of 98 minutes. An agreement was eventually 
reached between NASA and the U.S. Geological Survey to allow continuation of the EO-1 
Program as an Extended Mission. The EO-1 Extended Mission is chartered to collect and 
distribute ALI multispectral and Hyperion hyperspectral products in response to Data 
Acquisition Requests (DARs). Under the Extended Mission provisions, image data acquired by 
EO-1 are archived and distributed by the USGS Center for Earth Resources Observation and 
Science (EROS) and placed in the public domain (www.eo1.usgs.gov).  
 
The Advanced Land Imager (ALI) pushbroom instrument on EO-1 was used to validate and 
demonstrate technology for the Landsat Data Continuity Mission (LDCM) (Figure 4-4). The ALI 
flies in formation with Landsat 7 ETM+ (Beck, 2003; Digenis, 2005). The ALI has nine 
multispectral bands and a panchromatic band, three more than ETM+, but does not have the 
thermal band (Mendenhall et al., 2012). It has increased sensitivity by a factor varying from four 
to ten depending upon the band. The spatial resolution of the multispectral bands is the same as 
that of ETM+ (30 x 30 m) but the panchromatic band has improved spatial resolution (10 x 10 m 
versus 15 x 15 m). The wavelength coverage and ground sampling distance (GSD) are 
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summarized in Table 4-1. Six of the nine multispectral bands are the same as those of the ETM+ 
on Landsat 7, enabling direct comparison. The ALI has a swath width of 37 km (Figure 4-4a). 
 

 
 
Figure 4-4. a) Mosaicked image of Oahu, HI, created using four 37 km swaths of EO-1 
Advanced Land Imager (ALI) data. b) Enlargement of pan-sharpened ALI image of Pearl 
Harbor, HI. c) EO-1 Hyperion hyperspectral image of San Francisco with a swath width of 7.5 
km (Source: Jensen; images courtesy of NASA Goddard Space Flight Center). 
 
 
Significance of Advanced Land Imager (ALI) for Census Bureau change detection: ALI data is 
basically an extension of 30 x 30 m Landsat ETM+ data (e.g., 30 x 30 m) with the exception of 
an improved 10 x 10 m panchromatic band and the addition of a few fine-tuned VNIR and SWIR 
bands.  The 10 x 10 m panchromatic band could be used to identify new large buildings and road 
infrastructure. The remainder of the 30 x 30 m ALI data is as useful as traditional Landsat ETM+ 
data for Census change detection applications previously discussed. Census personnel would 
have to submit Data Acquisition Requests to obtain either ALI or Hyperion data of selected 
areas.  At this time, only a few swaths of data are recorded each day. Also, having been launched 
in 2000, there is a high probability that ALI and/or Hyperion may not be functioning in 2014-
2019 when the data might be of value for the Census Bureau. 
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4.1.1.3 NASA Advanced Spaceborne Thermal Emission and Reflection Radiometer 
(ASTER) 

 
The ASTER satellite is a cooperative effort between NASA and Japan’s Ministry of Economy, 
Trade and Industry launched in 1999. ASTER obtains detailed information on surface 
reflectance, temperature, emissivity, and elevation (using stereoscopic data). It is the only 
relatively high-spatial-resolution instrument on NASA’s Terra satellite. ASTER obtains data in 
14 channels from the visible through the thermal infrared regions of the electromagnetic 
spectrum. It consists of three separate instrument subsystems: VNIR, SWIR, and TIR.  
Individual bandwidths and subsystem characteristics are summarized in Table 4-1 (ASTER, 
2012).  
 
The visible near-infrared (VNIR) sensor operates in three spectral bands in the visible (green, 
red) and near-infrared wavelength region with a spatial resolution of 15 x 15 m. It consists of two 
telescopes—one nadir-looking with a three-spectral-band CCD detector and another backward-
looking with a single-band CCD detector. The backward-looking telescope provides a second 
view of the study area in band 3 for stereoscopic observations. Across-track pointing to 24° off-
nadir is accomplished by rotating the entire telescope assembly. These data can be of value for 
land cover classification and change detection purposes. A 15 x 15 m near-infrared color 
composite image of Waikiki, HI, on June 3, 2000, is shown in Figure 4-5.  
 

The short wavelength infrared (SWIR) sensor has six channels from 1.60 – 2.43 m and records 
data at 30 x 30 m spatial resolution. Unfortunately, the SWIR detectors have not functioned since 
January 12, 2009 (ASTER, 2012a). The thermal infrared (TIR) sensor has five channels from 
8.125 – 11.65 m and records data at 90 x 90 m spatial resolution.  Unlike the VNIR and SWIR 
subsystems, the TIR sensor has a whiskbroom scanning system instead of a pushbroom system 
(Figure 4-1d).  
 
Significance of ASTER data to Census Bureau change detection: ASTER is currently an ‘on-
demand’ instrument. This means that data are only acquired over a location if a Data Acquisition 
Request (DAR) has been submitted to observe that area. As of August 2009, ASTER billable 
orders from non-NASA affiliated users are no longer being accepted from the Land Processes 
Distributed Active Archive Center (LP DAAC) (ASTER, 2012). However, this may not preclude 
the Census Bureau from submitting DARs as a government agency. ASTER’s VNIR 15 x 15 m 
spatial resolution imagery is of value for identifying residential land use and road centerlines.  
ASTER TIR data at 90 x 90 m spatial resolution are of value for identifying new “urban/non-
urban” development for stratification purposes.  ASTER is still collecting VNIR and TIR data in 
2012, but there is no guarantee that it will be functioning when it might be of value for the 2020 
Census.   
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Figure 4-5. a) ASTER image of Waikiki, HI, on the island of Oahu (RGB = bands G, R, NIR 
bands). b) 3x magnification to highlight urban/suburban information (Source: Jensen; imagery 
courtesy of NASA Jet Propulsion Laboratory and Japan Ministry of International Trade and 
Industry). 
 

4.1.1.4. Astrium, Inc., CNES SPOT 1-7 
 
The French Centre National d’Etudes Spatiales (CNES) is the government agency responsible 
for implementing France’s space policy in Europe. CNES pioneered the development of linear 
array multispectral remote sensing technology with the launch of SPOT satellites 1 through 5 in 
1986, 1990, 1993, 1998, and 2002, respectively (Figure 4-6). A diagram of how a linear array 
“pushbroom” remote sensing system functions is shown in Figure 4-1d. A linear array containing 
many detector elements (e.g., 3,000) is pointed at the terrain perpendicular to the direction of 
flight. Individual detector elements in the linear array record the amount of electromagnetic 
energy reflected or emitted from within each instantaneous-field-of-view (IFOV). Note that there 
are no moving parts such as a scanning mirror. This results in the collection of more 
geometrically accurate remote sensor data. Astrium Eads, Inc., now holds the controlling interest 
in SPOT Image, Inc. 
 
The various SPOT satellite characteristics are summarized in Table 4-1. SPOT satellites 1, 2, 3 
had a 10 x 10 m panchromatic band and three 20 x 20 m multispectral bands. SPOT 4 had a 
similar payload with the addition of a 20 x 20 m SWIR band. SPOT 5 has a 2.5 x 2.5 m 
panchromatic band with three 10 x 10 m optical bands and a 20 x 20 m SWIR band. SPOT 4 and 
5 have a Vegetation Instrument that has a spatial resolution of approximately 1 x 1 km and 
records multispectral data in four bands with a revisit cycle of 1 day. SPOT satellites 1-5 have a 
swath width of 60 km and are pointable. SPOT satellites 1, 2, and 3 are decommissioned. SPOT 
4 and 5 are still operational (SPOT Image, 2012; SPOT Payload, 2012). More than 20 million 
SPOT images have been collected since 1986.   

SPOT 6 and 7 satellites are scheduled for launch in 2012 – 2013 and 2013 – 2014, respectively 
(Figure 4-6) (Astrium SPOT 6&7, 2012). They are to be placed in phase in the same orbit and 
are pointable. They will have a 1.5 x 1.5 m panchromatic band and four 6 x 6 m multispectral 
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bands with a 60 km swath width (Table 4-1). Both cross-track and along-track stereoscopic data 
collection is possible. Astrium GEO-Information Services tasks the French SPOT satellite 
family, Germany’s TerraSAR-X, and Taiwan’s FORMOSAT-2 directly, enabling rapid and 
reliable data acquisition of any place on the Earth each day (Astrium One-Stop, 2012). 

Significance of SPOT Data for Census Bureau change detection: The French SPOT 4 and 5 
satellites provide imagery with spectral and spatial resolution characteristics that can be used to 
extract the building centroid and/or road information required by the Census Bureau. The 
satellites collect a wide swath of data and have a frequent revisit cycle, thus increasing the 
likelihood that areas of interest will have coverage with recent imagery.  SPOT 6 could be 
especially useful for Census change detection with its 1.5 x 1.5 m spatial resolution. Ideally, the 
data are radiometrically corrected and geometrically corrected to become orthoimagery.  The 
imagery is then analyzed using photogrammetric or digital image processing algorithms to 
extract useful building and/or road planimetric information.   
 
It is important for the Census Bureau to be aware that in anticipation of a possible data gap 
before the Landsat Data Continuity Mission, the USGS awarded a contract to Spot Image 
Corporation to receive moderate-resolution optical imagery from the SPOT 4 and SPOT 5 
satellites. The goal of the contract is to acquire and populate the archive with SPOT satellite 
coverage of the conterminous United States each month. 
 
In December, 2009, USGS EROS began receiving SPOT imagery directly from the satellites. 
Data acquisition relies on current antenna and data capture capabilities. Incoming scenes are 
processed to a L1A and L1Gst level in GeoTIFF format, and distributed at no charge via the 
Internet to U.S. Federal, civil, State, and local government users, per the licensing arrangements 
of the Data Buy contract. Data access is provided to registered users through USGS 
EarthExplorer (http://earthexplorer.usgs.gov). The current USGS contract with SPOT runs 
through September 30, 2012. While it is believed that USGS would like to extend this contract, 
the FY 2013 Federal budget funding remains uncertain. 
 
The SPOT data obtained through this mechanism has many advantages for the Census Bureau. 
First, the data are free. Secondly the data have been preprocessed by EROS and are available in 
“GIS-ready” formats for immediate download. Third, the SPOT data from EROS represents 
perhaps the best source of current imagery available to the civilian community. Data is available 
a week or less after acquisition. This is of great significance to the Census Bureau, since in 
attempting to maintain an up-to-date database, the most contemporaneous imagery available 
should be utilized.   
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Figure 4-6. The chronological launch history of the SPOT and Pleiades satellites and their range 
of spatial resolutions (Source: Jensen; information courtesy of SPOT Image, Inc. and Astrium 
Eads, Inc.). 
 
 

4.1.1.5 Astrium, Inc., CNES Pleiades 
 
The CNES SPOT-5 optical Earth observation satellite combines the advantages of a relatively 
wide imaging swath and 2.5 x 2.5 m spatial resolution.  However, the CNES recognized the need 
for civilian and military applications that require higher spatial resolution and the collection of 
data through clouds and at night. Therefore, a joint French-Italian Optical and Radar Federated 
Earth Observation (ORFEO) space program was initiated.  The Pleiades optical system is 
supervised by the French CNES and the radar imaging system is supervised by the Italian space 
agency (ASI) (CNES Pleiades, 2012).  
 
There are to be two Pleiades satellites.  Pleiades HR-1 was successfully launched on December 
17, 2011, into a sun-synchronous circular orbit at 694 km AGL. Pleiades HR-2 is to be launched 
in 2013 (Figure 4-7). Both are to have a life span of 5 years. Pleiades satellites record 
panchromatic imagery using linear array technology (Figure 4-1d) at 0.5 x 0.5 m spatial 
resolution at nadir (Astrium One-Stop, 2012). They also record four bands of multispectral data 
(blue, green, red, and near-infrared) at 2 x 2 m spatial resolution with a swath width of 20 km at 
nadir (Table 4-1) (Astrium Pleiades, 2012). Merged panchromatic/multispectral images are 
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available as orthophoto products. In addition, Pleiades can obtain stereoscopic images suitable 
for photogrammetric analysis to extract detailed planimetric and 3-dimensional information. 
Pleiades has a revisit capability of two days with one satellite and <24 hours with two satellites. 
The spatial resolutions and the stereoscopic or RADAR interferometric acquisition capabilities 
of the ORFEO sensors make it a system adapted to detailed mapping, especially in urban and 
suburban areas. 
 
Significance of the Pleiades satellites to Census Bureau change detection:  CNES’ Pleiades 
satellite provides high spatial resolution panchromatic, multispectral, and stereoscopic data 
suitable for extracting detailed residential housing and transportation infrastructure information.  
There will be two satellites (Pleiades HR-1 and HR-2) with five year life spans suggesting that at 
least one of the satellites will be functioning in 2018. The data will be relatively expensive per 
km2. 
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Figure 4-7. a) Artist’s rendition of the Pleiades HR-1 satellite. b) Pleiades HR-1 panchromatic 
image of San Francisco, CA. c) Pansharpened image of Washington, DC (Source: Jensen; 
images courtesy of CNES; Atrium, Inc.). 
 

4.1.1.6 Astrium, Inc., Republic of China FORMOSAT-2 
 
FORMOSAT-2 was launched by the National Space Organization (NSPO) of the Republic of 
China (Taiwan) on May 21, 2004 into a Sun-synchronous orbit at 891 Km above ground level.  
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The main mission of FORMOSAT-2 is to conduct remote sensing imaging over Taiwan and on 
terrestrial and oceanic regions of the entire earth (NSPO FORMOSAT-2, 2012).  Imagery is 
available through Astrium, Inc. It has a 2 x 2 m panchromatic band (450 – 900 nm) and 8 x 8 m 
multispectral data in four VNIR bands (Table 4-1). Color (merged) imagery is available at 2 x 2 
m spatial resolution.  It has across- and along-track viewing capability (+45 degrees) resulting in 
daily revisit capability with a 24 km swath width. Data are posted on an FTP site within 48 hours 
of data acquisition (Astrium FORMOSAT-2, 2012). 
 
Significance of the FORMOSAT-2 satellite to Census Bureau change detection:  The NSPO 
FORMOSAT-2 is an old satellite that still provides high spatial resolution 2 x 2 m panchromatic 
data and moderate resolution 8 x 8 m multispectral data with a 24 km swath width. The data can 
be of value for identifying building centroids and road network information if available. The data 
will be relatively expensive per km2. 
 

4.1.1.7 Astrium, Inc., Korean Research Institute (KARI) KOMPSATs 

The Korea Aerospace Research Institute (KARI) is in charge of Korea's satellite programs 
(GlobalSecurity.org). The KOMPSAT (Korea Multi-Purpose Satellite) program was initiated in 
1995. Its objective is the development of a national space segment in Earth observation along 
with an efficient infrastructure and ground segment to provide services to remote sensing users in 
various fields of applications.  

KOMPSAT-1 (Arirang-1) was launched on December 21, 1999, and retired on January 1, 2008. 
The payload included a CCD push-broom Electro-Optical Camera (EOC) with a 6.6 x 6.6 m 
spatial resolution in the region from 510 – 730 nm.  It had a 28 revisit cycle and a swath width of 
17 km (Figure 4-8; Table 4-1).  

KOMPSAT-2 (Arirang-2) was launched on July 27, 2006, and orbits the Earth 14 times a day. 
It has a 1 x 1 m panchromatic sensor (500 – 900 nm), a 4 x 4 m four-band VNIR multispectral 
camera, and a 15 km swath width (Figure 4-8; Table 4-1). KARI developed the KOMPSAT-2 
program in collaboration with EADS Astrium, Inc., to acquire VHR imagery for South Korea's 
mapping requirements, urban planning and hazard management.  

KOMPSAT-3 was launched on May 18, 2012.  It has an Advanced Electronic Image Scanning 
System (AEISS) with a 0.8 x 0.8 m panchromatic band and a 4 x 4 m VNIR multispectral sensor 
system (Figure 4-8; Table 4-1).  The swath width is 15 km.  

KOMPSAT-3A is scheduled for launch in 2014. It will have panchromatic and multispectral 
remote sensing capability similar to KOMPSAT-3 except for a thermal infrared band in the 3 – 6 
m region at a spatial resolution of 5.5 x 5.5 m.  It will have a 15 km swath width (CES, CEOS, 
2012). There is no KOMPSAT-4 Program. The Sino-Korean word for the number four, "sa" is a 
homonym of the Chinese character for death. 

KOMPSAT-5 is to provide high resolution Synthetic Aperture Radar (SAR) images at 1 x 1 m 
spatial resolution, standard mode SAR images of 3 x 3 resolution, and wide swath mode SAR 
images of 20 x 20 m resolution with an incidence angle of 45 degrees using the COSI (COrea 
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SAR Instrument) payload. KOMPSAT-5 was launched in May, 2012. It has an X-band (12.5 – 8 
GHz) Synthetic Aperture Radar (SAR) with a 100 km swath width and a 28 day revisit cycle 
(ESA CEOS, 2012; NASA KOMPSAT 5, 2012). KOMPSAT-7 will be a SAR and is scheduled 
for launch in 2014 (Figure 4-8). 

Significance of the Korean KOMPSAT program to Census Bureau:  The launch of KOMPSAT-
3A in 2014 is of potential value to the Census Bureau because of its 0.8 x 0.8 m panchromatic 
and 4 x 4 m VNIR data that could be used to identify building centroids and road network 
information. The KOMPSAT-5 SAR with its 1 x 1 m spatial resolution should provide another 
source of detailed geospatial information if personnel know how to extract geospatial 
information from SAR data.  

 

Figure 4-8. a) The chronological launch history of the Korean Aerospace Research Institute 
(KARI) satellites and their range of spatial resolution. b)  KOMPSAT-2 panchromatic 1 x 1 m 
image of San Francisco International Airport obtained in 2006 (Source: Jensen; image Copyright 
Korean Aerospace Research Institute (KARI), 2006; information courtesy of KARI and Spot 
Image, Inc.).  
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4.1.1.8 Astrium, Inc. European Space Agency (ESA) Sentinel-2 
 
The Global Monitoring for Environment and Security (GMES) program is headed by the 
European Commission (EC) in partnership with the European Space Agency (ESA) and the 
European Environment Agency (EEA). The ambitious Earth observation program is to provide 
accurate, timely and easily accessible information to improve the management of the 
environment, understand and mitigate the effects of climate change and ensure civil security.  
Sentinel-1 is a C-band radar satellite to be launched in 2013 (discussed in the radar satellite radar 
section) (Figure 4-9). Sentinel-2 will record high-resolution optical multispectral imagery for 
land applications. Sentinel-3 will provide data for ocean and land applications. Sentinel-4 and 
Sentinel-5 will provide data for atmospheric composition monitoring from geostationary and 
polar orbits, respectively (ESA GMES Sentinel-2, 2010; ESA Sentinel-2, 2012). Sentinel-2 
services fall into six main categories: services for land management, services for the marine 
environment, services relating to the atmosphere, services to aid emergency response, services 
associated with security and services relating to climate change. The mission will adhere to the 
Sentinel Data Policy, which establishes full and open access to data acquired by all five of the 
upcoming Sentinels. 
 
A pair of Sentinel-2 satellites will routinely deliver high-resolution optical images globally, 
providing enhanced continuity of SPOT- and Landsat-type data. The first satellite is scheduled to 
launch in 2013 and the next within 18 months. Astrium GmbH is the prime contractor and has 
responsibility for the design, development and the integration of the Sentinel-2 satellite. Sentinel-
2 will carry a Multi-Spectral Instrument (MSI) with a total of 13 bands: 4 VNIR bands (400 – 
750 nm) at 10 m, 6 SWIR bands (1300 – 3000 nm) at 20 m and 3 bands at 60 m spatial dedicated 
to atmospheric corrections and cloud screening. It has a swath width of 290 km (Table 4-1; ESA 
CEOS, 2012). The mission orbits at a mean altitude of approximately 800 km and, with the pair 
of satellites in operation, will have a revisit time of five days at the equator (under cloud-free 
conditions) and 2–3 days at mid-latitudes. The increased swath width along with the short revisit 
time allows rapid changes to be monitored, such as vegetation during the growing season.  Data 
from Sentinel-2 will benefit services associated with, for example, land management by 
European and national institutes, the agricultural industry and forestry, as well as disaster control 
and humanitarian relief operations. 
 
Imagery for the generation of high-level operational products, such as land-cover maps, land-
change detection maps and geophysical variables that use, for example, leaf area index, leaf 
chlorophyll content and leaf water content will be provided. Images of floods, volcanic eruptions 
and landslides will also be acquired by Sentinel-2. In essence, Sentinel-2 combines a large swath, 
frequent revisit, and systematic acquisition of all land surfaces at high-spatial resolution and with 
a large number of spectral bands, all of which makes a unique mission to serve GMES. 
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Figure 4-9.  Proposed launch history of the Global Monitoring for Environment and Security 
(GMES) program European Space Agency Sentinel 1-3 satellites (information courtesy of ESA 
CEOS, 2012). 
 
 
Significance of Sentinel-2 satellites to Census Bureau change detection:  This is an interesting 
constellation of proposed ESA sensors.  The MSI sensor provides 10 x 10 m spatial resolution in 
the VNIR region which is barely adequate for residential change detection, but when two of the 
Sentinel-2 satellites are in orbit the revisit time is approximately 5 days. This dramatically helps 
users obtain images of areas during extended periods of cloud cover. The most important thing is 
that ESA has a desire to maintain a constellation of sensors into the future. 
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4.1.1.9 RapidEye, Inc. 
 
The RapidEye constellation of five identical earth observation satellites was launched on August 
29, 2008 (using a refurbished ICBM missile) and became operational in February, 2009 (Figure 
4-10).  The constellation acquires over 4 million square kilometers of Earth imagery each day 
and has amassed more than 2.5 billion square kilometers of imagery. The RapidEye multispectral 
push-broom sensor has five bands at 5 x 5 m spatial resolution, a swath width of 77 km, with a 
daily revisit time (Table 4-1). RapidEye’s satellites are the first commercial satellites to offer the 
Red-edge band (690 – 730 nm), which measures variances in vegetation allowing for species 
separation and monitoring vegetation health.  The Red-edge is of value for discriminating 
between urban and vegetation land cover (RapidEye, 2012).  RapidEye level 1b is 
radiometrically corrected only.  The RapidEye Ortho Product has radiometric, sensor and 
geometric corrections applied to the data and is rectified using DTED Level 1 SRTM DEM or 
better. With appropriate ground control it can meet an accuracy of 6 m (1 sigma or 12.7 m CE90) 
thus meeting 1:25,000 NMAS standards (RapidEye, 2012).  RapidEye, Inc., imagery is now 
distributed in the U.S. through Photo Science, Inc. (Raber, 2012). RapidEye was awarded an 
Indefinite Delivery Indefinite Quantity (IDIQ) contract with the National Geospatial-Intelligence 
Agency (NGA) on September 6, 2011. The eighteen month contract is valid through December 
2012 and has a maximum ordering ceiling of $4.6 million (RapidEye NGA Contract, 2012). 
RapidEye secured a multimillion Euro contract with the European Space Agency (ESA) on 
October 14, 2011 to deliver 39 full country coverages over Europe in varying resolutions by the 
end of 2012 (RapidEye ESA Contract, 2012). The constellation has a projected lifespan of 7 
years. 
 
Significance of RapidEye data for Census Bureau change detection: The German RapidEye 
satellites provide 5 x 5 m spatial resolution multispectral imagery that is marginal for the 
extraction of building and/or road information required by the Census Bureau. Ideally, the data 
are provided as RapidEye Ortho Products.  Unfortunately, RapidEye data are relatively 
expensive ($1.28/km2; GeoEye Price List, 2012) when compared to other free data sources as 
NAIP, or GeoEye-1 and WorldView-2 data collected as part of the NGA data buy.  Also, the 
RapidEye, Inc. has experienced financial difficulties. Hopefully, the company will remain 
solvent with its new NGA and ESA projects and be able to provide imagery in the future. 
RapidEye data could be obtained for very high priority areas that must be investigated. The 
imagery must still be analyzed using photogrammetric or digital image processing algorithms to 
extract useful building and/or road planimetric information.  
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Figure 4-10. a) The constellation of five RapidEye satellites. b) Spectral resolution of the 
RapidEye sensors including the special red-edge band. c) RapidEye image of San Diego, CA 
obtained on June 18, 2011 (images courtesy of RapidEye, Inc.).  
 

4.1.1.10 Indian Space Research Organization (ISRO), CartoSat, ResourceSat 
 
The Indian Remote Sensing Organization (ISRO) satellite system is one of the largest and most 
diverse constellations of remote sensing satellites in operation (www.isro.org). It began with the 
launch of IRS-1A on March 17, 1988 (retired in 1996) and IRS-1B on August 29, 1991 (retired 
in 2003) and now has eleven satellites that provide imagery from approximately 1 x 1 m spatial 
resolution to 500 x 500 m spatial resolution.  

The ISRO has launched numerous high resolution remote sensing systems that are especially 
designed for cartographic purposes, including: CARTOSAT-1, CARTOSAT-2, CARTOSAT-
2A, and CARTOSAT-2B. The chronological launch history is shown in Figure 4-11.  

CartoSat-1 was launched on May 5, 2005. It carries two panchromatic cameras that have a 
spatial resolution of 2.5 x 2.5 m with a 30 km swath width (Table 4-1). The cameras are mounted 
so that near simultaneous imagery of the same geographic area from two different angles is 
possible yielding stereoscopic imagery. CartoSat -1A may be launched in 2014 and will record 
panchromatic (1.25x1.25 m; 500–750 nm; 60 km swath width), multispectral VNIR (2.5 x 2.5 m; 
60 km swath width), and hyperspectral imagery (30 x 30 m; 60 km swath width; VNIR 750 – 
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1300 nm; SWIR 30 x 30 m; 1300 – 3000 nm). CartoSat 1B may be launched in 2017 with 
similar instruments (ESA_Ceos, 2012).  

CartoSat -2 was launched on January 10, 2007. It carries a single panchromatic camera with 
sensitivity from 500 – 750 nm that collects data at < 1 x 1 m spatial resolution with a 9.6 km 
swath width. The camera can be steered up to +45 degrees along- as well as across-track to 
obtain stereoscopic imagery. CartoSat 2A was launched on April 28, 2008. Its specifications are 
almost identical to CartoSat-2. CartoSat -2B was launched on July 12, 2010 into a circular polar 
Sun-synchronous orbit with 14 orbits per day and a revisit cycle of 4 days.  The sensor has a 
single panchromatic band (500 – 750 nm) at a spatial resolution of < 1 x 1 m (ISRO 
CARTOSAT-2B, 2012). It has a swath width of 9.6 km and is steerable up to +26 degrees along- 
as well as across-track to obtain stereoscopic imagery and achieve a four day revisit capability. 
The sensor is designed for detailed urban and infrastructure planning and development, 
transportation system planning and preparation of large-scale cartographic maps (ISRO 
CARTOSAT-2B, 2012).  According to the European Space Agency (ESA), CartoSat -2C is to 
be launched in 2013 with a 1 to 2 m spatial resolution, 10 km swath width, and four bands in the 
VNIR (400 – 1300 nm) and CartoSat -2D is to be launched in 2016 with characteristics similar 
to CartoSat-2C (ESA_CEOS, 2012). CartoSat 3 to be launched in 2015 will have a 
panchromatic camera that acquires imagery at 25 x 25 cm spatial resolution in the region from 
500 – 750 nm. It will have a swath width of 15 km.  CartoSat 3A with similar sensor 
characteristics is to be launched in 2018 (ESA_ CEOS, 2012). 

In addition to CartoSat, ISRO has also launched several earth resource remote sensing satellites, 
including: ResourceSat-1 and ResourceSat-2. ResourceSat -1 was launched on October 17, 
2003 to replace and improve the remote sensing capability of the IRS-1C and IRS-1D earth 
resource satellites (Figure 4-11). It carried three cameras including the high resolution Linear 
Imaging Self Scanner (LISS-IV) with a 5.8 x 5.8 m spatial resolution, steerable +26 degrees 
across-track viewing to achieve five day revisit capability; a LISS-III sensor operating in three 
spectral bands in the VNIR and one in the Short Wave Infrared (SWIR) band with 23.5 x 23.5 
spatial resolution; and a coarse resolution Advance Wide Field Sensor (AWiFS) operating in 
three spectral bands in VNIR and one band in SWIR at 56 x 56 m. It has a revisit capability of 5 
days. ResourceSat -2 was launched on April 20, 2011. It carries the three cameras which are 
similar to those of ResourceSat-1, including the LISS-IV, LISS-III (Figure 4-11b), and the 
AWiFS. Important changes in ResourceSat-2 compared to ResourceSat-1 include:  enhancement 
of LISS-IV multispectral swath from 23 km to 70 km and improved radiometric accuracy from 7 
bits to 10 bits for LISS-III and LISS-IV and 10 bits to 12 bits for AWIFS. A follow-on satellite 
ResourceSat-2A is to be launched in 2013 (ESA_ CEOS, 2012). 
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Figure 4-11. a) The chronological launch history of the Indian Remote Sensing Organization 
(IRSO) optical satellites and their range of spatial resolution. b) The CartoSat-2 LISS-III 
multispectral digital camera (information courtesy of IRSO (www.IRSO.org) and ESA CEOS 
(2012)). 
 
Significance of Indian Space Research Organization (IRSO) CartoSat and ResourceSat satellites 
to Census Bureau change detection: The ISRO has one of the most impressive, on-going remote 
sensing programs in the world.  Their CartoSat sensor with their stereoscopic panchromatic < 1 
x 1 m spatial resolution is sufficient for extracting detailed information about buildings and 
transportation networks.  Its ResourceSat satellites are of somewhat less value with the spatial 
resolution ranging from 5.8 x 5.8 m to 23.5 x 23.5 m to 56 x 56 m spatial resolutions.  ISRO is 
planning to launch CartoSat -3 in 2015 with a panchromatic resolution of 25 x 25 cm.  Perhaps 
some of the proposed satellites will not be launched. However, ISRO has demonstrated the will 
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and resources to constantly launch and maintain well-conceived remote sensing instruments that 
should be available for remote sensing data collection for the upcoming 2020 Census. The 
Census should communicate with IRSO either directly, or through an intermediary 
(USGS/EROS) about possible relationships. 

4.1.1.11 GeoEye, Inc., IKONOS-2, GeoEye-1, GeoEye-2 

 
GeoEye, Inc. was established in 2006 as a result of the merger of Orbital Imaging Inc. and Space 
Imaging, Inc. Space Imaging, Inc. launched IKONOS-2 on September 24, 1999 (Figure 4-12). 
The IKONOS-2 sensor system has an 82 x 82 cm panchromatic band and four 3.2 x 3.2 m 
multispectral bands (Table 4-1). An IKONOS-2 image and GeoEye-1 images are shown in 
Figure 4-12b,c. GeoEye-1 was launched on September 6, 2008. It has a 41 x 41 cm 
panchromatic band and four multispectral bands at 1.65 x 1.65 m spatial resolution (Table 4-1). 
GeoEye provides imagery in three formats: 1) Geo Map-Oriented imagery that is rectified but 
not terrain-corrected and suitable for image interpretation, 2) GeoProfessional Terrain-Corrected 
Imagery which is suitable for base mapping and change detection, and 3) GeoStereo 3-
Dimensional Imagery consisting of stereo products in either epipolar or map projections with 
Rational Polynomial Coefficient (PC) data that are suitable for 3-dimensional feature extraction 
(GeoEye, 2012a). GeoEye-2 is the next-generation, high-resolution commercial Earth-imaging 
satellite in the GeoEye constellation with a launch scheduled in 2013. GeoEye-2 is to have 0.25 x 
0.25 m spatial resolution, four multispectral bands (blue, green, red, and NIR), revisit frequency 
of < 3 days, 14 km swath width, and positional accuracy of < 5 m CE90 (GeoEye, 2012b). The 
Federal government currently only permits distribution of imagery at a resolution of 50 x 50 cm 
outside of the U.S. government and its cooperators (USGS, 2012c).  

The federal government Enhanced View program is a $7.3 billion, 10 year contract for 
commercial satellite imagery from two publicly traded U.S. companies: GeoEye, Inc. and 
DigitalGlobe, Inc. These companies have invested $1 billion in new capabilities based on this 
government program, and the majority of their revenues come from these government contracts. 
Unfortunately, it appears that the U.S. government will be significantly reducing its funding of 
the Enhanced View program (LBx, 2012; Overly, 2012). 

According to the U.S. Geological Survey document Acquiring Commercial Satellite Imagery 
from the National Geospatial-Intelligence Agency through the U.S. Geological Survey (USGS, 
2012c), the Census Bureau as a Federal agency can obtain access to both GeoEye, Inc. and 
DigitalGlobe satellite imagery.  The NGA Web Access and Retrieval Portal (WARP) is searched 
first for commercial imagery (CI) that is archived and immediately available for download. If not 
in the NGA archive, the NGA requires (for each request) that a Proper Use Memorandum (PUM) 
be prepared by the Census Bureau to obtain imagery from the vendor archives or to task new 
commercial imagery (CI) collection over the domestic United States territories for “routine” as 
opposed to “emergency” requirements. Routine requests are usually submitted through the 
Commercial Remote Sensing Space Policy Imagery Derived Requirements (CIDR) tool as a 
USGS registered user (USGS, 2012c). The imagery can be provided via the WARP or the USGS 
EROS Center can post the data on Earth Explorer. If there is imagery in the commercial vendor 
archives that is not available in the WARP archive, it can be requested using the CIDR tool.  
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According to USGS personnel, the commercial imagery provided by NGA EnhancedView is 
processed to Level 1b with ephemeris (Cecere, 2012). By default, the imagery obtained through 
NGA is "ortho ready,” i.e., it is formatted to be warped using the rational polynomial coefficient 
(RPC) information provided with the imagery. The USGS uses the 10 x 10 m USGS National 
Elevation Dataset (NED), the satellite RPC data, and a few ground control points to rectify the 
data to a RMSE of approximately 1 m using ERDAS Imagine software.  This takes about 2 hours 
per scene.    
 
Significance of GeoEye, Inc. and DigitalGlobe, Inc. imagery for Census Bureau change 
detection:  Both GeoEye-1 imagery and various types of DigitalGlobe, Inc. imagery (QuickBird, 
WorldView-1, WorldView-2) collected as part of the NGA EnhancedView data buy will 
hopefully be continued into the future although probably at a reduced level of  funding (LBx, 
2012; Overly, 2012).  Census Bureau access to GeoEye, Inc. and DigitalGlobe, Inc. imagery 
collected via EnhancedView is of great value to Census Bureau building and/or road change 
detection. A successful launch of GeoEye-2 in 2013 and WorldView-3 in 2014 is very important 
to the Census Bureau because it would improve the probability of obtaining high-spatial 
resolution multispectral imagery prior to the 2020 Census. To take advantage of perhaps 
hundreds of millions of dollars of NGA EnhancedView data through the years leading up to the 
2020 Census, the Census Bureau would have to identify staff to: a) identify, request and secure 
the imagery from NGA using a “routine” data Proper Use Memorandum (PUM), b) orthorectify 
the imagery to a specified RMSE (e.g., 1 m), c) analyze the data using appropriate 
classification/change detection procedures to identify the desired change, and d) ingest the 
change information into the MTdb to be attributed. 
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Figure 4-12. a) The chronological launch history of the IKONOS and GeoEye satellites and their 
range of spatial resolution. b)  IKONOS-2 image of Minot, ND, obtained on May 30, 2009 at 1 x 
1 m spatial resolution before flooding. c) GeoEye-1 image of Minot, ND, obtained on June 25, 
2011 at 0.5 x 0.5 m spatial resolution after flooding (images courtesy of GeoEye, Inc.). 
 

4.1.1.12 DigitalGlobe, Inc., QuickBird, WorldView-1, WorldView-2, WorldView-3 

 
DigitalGlobe, Inc. was established in 1993 (Figure 4-13). It launched QuickBird on October 18, 
2001, with a 65 x 65 cm panchromatic band and four 2.62 x 2.62 m multispectral bands (Table 4-
1). The Quickbird orbit was recently raised to 482 km AGL which results in a slight decrease in 
spatial resolution (DigitalGlobe QuickBird, 2012; USGS, 2012c). DigitalGlobe launched 
WorldView-1 on September 18, 2007 with a 0.5 x 0.5 m panchromatic band (DigitalGlobe 
WorldView-1, 2012).  WorldView-2 was launched on October 8, 2009 with a 46 x 46 cm 
panchromatic band and eight multispectral bands at 1.85 x 1.85 m spatial resolution 
(DigitalGlobe WorldView-2, 2012; USGS, 2012c). DigitalGlobe, Inc. plans to launch 
WorldView-3 in 2014. It will have one panchromatic band (450 – 800 nm) at 31 x 31 cm spatial 
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resolution, eight multispectral bands at 1.24 x 1.24 m spatial resolution, and 8 SWIR bands with 
3.7 x 3.7 m resolution (DigitalGlobe WorldView-3, 2012).   

Significance of DigitalGlobe, Inc. imagery for Census Bureau change detection (see significance 
statement in GeoEye, Inc. section above).   
 

 
 
Figure 4-13. a) The chronological launch history of the DigitalGlobe QuickBird and WorldView 
satellites and their range of spatial resolutions. b)  WorldView-2 image of San Diego, CA, 
obtained on May 3, 2010 at 0.5 x 0.5 m spatial resolution (images courtesy of DigitalGlobe, 
Inc.). 
 

4.1.1.13 DMC International Imaging Ltd., SLIM-6 and NigeriaSat-2 
 
The DMC Consortium satellites are owned and operated by different nations in the consortium. 
They are placed in phased sun-synchronous orbits to achieve daily revisit capability. The 
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Consortium, established in 2003, has regular additions of new member satellites. The DMC 
SLIM-6 linear array push-broom sensor system has a 22 x 22 m spatial resolution with three 
multispectral bands (green, red, and near-infrared) that are Landsat ETM+ equivalent (Table 4-1). 
It is a medium resolution remote sensing system that is cross-calibrated against a reference 
standard satellite (currently Landsat 7) over the Libya 4 site and Dome C. Antarctica (DMC, 
2012a). DMC NigeriaSat-2 has a 2.5 x 2.5 m panchromatic band and four multispectral bands at 
5 x 5 m spatial resolution. The swathwidth is 20.5 km (DMC, 2012b). It is pointable with a 2-day 
revisit to anywhere on the globe (Table 4-1). 
 
Significance of DMC imagery for Census Bureau change detection: DMC SLIM-6 is a good 
replacement for extracting “change-no-change” information from medium scale remote sensor 
data.  It has increased value since the loss of Landsat 5 and Landsat 7 in 2012.  However, it will 
have less value after the hopefully successful launch of Landsat 8 in 2013 which will be free 
from the U.S. Geological Survey.  The 2.5 x 2.5 m panchromatic and 5 x 5 m multispectral data 
provided by the DMC NigeriaSat-2 satellite have potential for providing general building 
centroid and road network centerline information.  
 

4.1.1.14  ImageSat International, Inc., EROS A and B Panchromatic Imagery 
 
ImageSat International, Inc. is an international company with its major operations located in 
Israel. It is a commercial provider of high-resolution, satellite earth-imagery collected by its 
Earth Remote Observation Satellite (EROS) (ImageSat EROS, 2012). ImageSat’s principal 
business is operating high-resolution satellites and providing exclusive, autonomous high-
resolution satellite imaging services to governments and their defense forces for national security 
and intelligence applications. ImageSat successfully launched its first satellite, EROS A on 
December 5, 2000. In so doing, ImageSat became the second company in the world to 
successfully deploy a non-governmentally owned high-resolution imaging satellite. ImageSat 
successfully launched its second satellite, EROS B on April 25, 2006 (Figure 4-14). 
 
EROS satellites acquire high-resolution panchromatic (500 – 900 nm; encompassing the green, 
red, and near-infrared portions of the spectrum) image data using pushbroom linear array 
technology at 10-bit radiometric resolution (Table 4-1). The satellites are deployed in a sun-
synchronous near-polar orbit at an altitude of approximately 500 km. EROS A and B satellites 
orbit the earth approximately 15 times each day delivering imagery data in real-time to ground 
receiving stations worldwide. EROS A and B sensors can be pointed and stabilized to image 
customer specified sites at nadir (perpendicular to the surface) or at oblique angles up to 45 
degrees. Oblique viewing enables the satellite to view any site on the earth as often as two to 
three times per week. EROS A is equipped with a camera whose focal plane of CCD (Charge 
Coupled Device) detectors produces a standard image spatial resolution of 1.9 x 1.9 m with a 
swath of 14 km at nadir. The EROS B satellite has a larger panchromatic band camera of 
CCD/TDI type (Charge Coupled Device/Time Delay Integration) with a spatial resolution of 
0.70 x 0.7 m, a larger on-board recorder, improved pointing accuracy and a faster data 
communication link. EROS A and B orthorectified imagery is available by special request. The 
expected lifespan of both satellites is fourteen years. Recently, ImageSat, Inc. and RapidEye, Inc. 
reached an agreement whereby EROS panchromatic data can be fused with RapidEye 
multispectral data (ImageSat EROS, 2012). 
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The majority of ImageSat's customers are partners in one of the company's two exclusive end-
user license services. The Satellite Operating Partner (SOP) Program enables the exclusive use 
of an EROS satellite camera, when the satellite is over a defined geographic footprint (e.g., a 
country). The SOP program allows governments or regional organizations to acquire a 
completely autonomous, regional high-resolution imaging capability, without the cost and risk 
involved in developing a national space program. The Exclusive Pass on Demand (EPOD) 
Program enables the exclusive use of an EROS satellite camera on selected passes, when the 
satellite is over a defined geographic footprint. The EPOD program allows governments or 
regional organizations to acquire a completely autonomous, regional high-resolution imaging 
capability, without the cost and risk involved in developing a national space program. The 
Priority Acquisition Service (PAS) Program provides customers with high-priority tasking by 
ImageSat of an EROS satellite and exclusive ownership of imagery acquired. PAS services are 
based on a volume of imagery to be acquired during the term of the contract. ImageSat also 
offers acquisition services with a non-exclusive end-user license, for all types of customers. The 
most popular non-exclusive imagery acquisition service is the EROS Imagery Package, which 
enables an organization to cost-effectively acquire a specified volume of high-resolution imagery 
tailored to the specifications of a given project.  
 

 
 

Figure 4-14. a) The ImageSat International EROS B satellite collects panchromatic (500 – 900 
nm) imagery at 0.7 x 0.7 m spatial resolution. The linear array sensor system was launched in 
2006 and has a designed lifespan of 14 years. b) EROS B image of a bridge collapse in 
Minneapolis, MN (images courtesy of ImageSat International, Inc.).  
 
 
Significance of ImageSat International EROS B imagery to Census Bureau change detection:  
EROS B sub-meter panchromatic imagery can be used to extract residential housing and road 
network information, primarily through visual digital image processing or through 
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photogrammetric analysis of stereo-pairs.  The Census Bureau could enter into one of the 
exclusive agreements to obtain imagery for selected high priority areas.  The data would need to 
be orthorectified to be of value for image analysis. Stereo-pairs are even more expensive. 
ImageSat launched EROS B in 2006 has a 14 year projected lifespan so it is likely that useful 
ImageSat data could be collected near the 2020 Census. ImageSat panchromatic imagery can be 
fused with RapidEye multispectral data at significant expense if desired. 
 

4.1.2 Satellite Hyperspectral Remote Sensing 
 
Hyperspectral remote sensing systems collect data in tens to hundreds of bands in the 
electromagnetic spectrum often using the “whiskbroom” technology shown in Figure 4-1e.  
 

4.1.2.1 NASA EO-1 Hyperion Hyperspectral Imager 
 
The Hyperion instrument provides high quality calibrated data that can support evaluation of 
hyperspectral technology for Earth observing missions. Hyperion is a pushbroom instrument 
(Figure 4-1d) with a swath width of 7.5 km. Hyperion has a single telescope and two 
spectrometers, one visible/near infrared (VNIR) spectrometer and one short-wave infrared 
(SWIR) spectrometer (Beck, 2003). A dichroic filter in the system reflects the energy from 400 
to 1,000 nm to the VNIR spectrometer and transmits the energy from 900 to 2500 nm to the 
SWIR spectrometer. There are 198 useful bands out of 220 that are calibrated, including 
channels 8 – 57 for the VNIR and channels 77 – 224 for the SWIR (www.eo1.usgs.gov/faq).The 
SWIR overlap with the VNIR from 900 to 1000 nm allows cross calibration between the two 
spectrometers. The spectral range of the instrument extends from 400 to 2500 nm with a spectral 
resolution of 10 nm. The HgCdTe detectors in the SWIR spectrometer are cooled by an advanced 
TRW cryocooler. The data typically are processed into cubes (19.8 km long by 7.5 km wide) to 
facilitate data handling in current desktop computers. Each cube consists of 75 M Bytes of data. 
A typical acquisition consists of multiple cubes. 
 
On June 15, 2009, significant changes were made to the fee structure and user interface for 
acquiring Earth Observing One (EO-1) image data in Level 1G (terrain corrected) format from 
U.S. Geological Survey (USGS). There is no fee for obtaining EO-1 archived data through 
internet access to the Earth Explorer (http://earthexplorer.usgs.gov) or Global Visualization 
Viewer (http://glovis.usgs.gov) web sites. There is no fee for obtaining new EO-1 acquisition 
scenes via submitting a Data Acquisition Request (DAR) to http://eo1.usgs.gov. Currently, 
approximately 12 Data Collection Events (DCEs) can be scheduled per day (on April 19, 2012). 
EO-1 was designed as a technology demonstration mission, thus there are various spacecraft 
constraints that limit the amount of data that can be collected. It can point off-nadir one adjacent 
WRS Landsat path in each direction from the spacecraft flight path. 
 
Significance of Hyperion hyperspectral imagery for Census Bureau change detection: Hyperion 
data, at 30 x 30 m spatial resolution, may be used to identify areas that have undergone change.  
It is not possible to extract detailed building or road network information from the imagery. The 
hyperspectral characteristics of the sensor provide little unique information for the Census 
Bureau. Nevertheless, it can be used to perform change/no-change stratification. Higher spatial 
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resolution imagery would then have to be acquired to obtain more detailed geospatial 
information of the area that has changed. Census personnel would have to submit Data 
Acquisition Requests to obtain Hyperion data of selected areas.  At this time, only a few swaths 
of data are recorded each day. Also, having been launched in 2000, there is a high probability 
that Hyperion may not be functioning in 2014-2019 when the data might be of value for the 
Census Bureau. 
 

4.1.2.2 NASA Moderate Resolution Imaging Spectrometer (MODIS) 
 
NASA’s Moderate Resolution Imaging Spectrometer (MODIS) onboard the EOS Terra and 
Aqua satellites have 36 bands from 0.405 to 14.385 µm and collects data at 250 x 250 m, 500 x 
500 m, and 1000 x 1000 km nominal spatial resolutions. MODIS views the entire surface of the 
Earth every one to two days.    

Significance of MODIS hyperspectral imagery for Census Bureau change detection: At 250 x 
250 m or 500 x 500 m spatial resolution, MODIS data are only of value for identifying change 
that occupies a relatively large area. It is not possible to extract building or road network 
information from the imagery. The hyperspectral characteristics of the sensor provide little 
unique information for the Census Bureau. Nevertheless, it can be used to perform a very coarse 
level change/no-change stratification of an area. Higher spatial resolution imagery would then 
have to be acquired to obtain more detailed geospatial information of the area that has changed.    
 

4.1.2.3 NASA Hyperspectral Infrared Imager (HyspIRI) Proposed 
 
The HyspIRI, to be launched sometime near 2015, is designed to study the world’s ecosystems 
and provide information on natural disasters, such as volcanoes, wildfires and drought, 
vegetation health. The sensor was recommended in the National Research Council Decadal 
Survey requested by NASA, NOAA, and USGS. The HyspIRI mission includes two instruments 
mounted on a satellite in low earth orbit (NASA HyspIRI, 2012).  There is an imaging 
spectrometer measuring from the visible to short wave infrared (VSWIR: 380 nm - 2500 nm) in 
10 nm contiguous bands and a multispectral imager measuring from 3 to 12 um in the mid and 
thermal infrared (TIR). The TIR sensor will have 8 bands (7 bands between 7.5 um and 1 band at 
4 um). VSWIR and TIR instruments both have a spatial resolution of 60 m at nadir. The VSWIR 
will have a revisit of 19 days and the TIR will have a revisit of 5 days. HyspIRI also includes an 
Intelligent Payload Module (IPM) which will enable direct broadcast of a subset of the data 
(Glavich et al., 2009). 
 
Significance of HyspIRI to the Census Bureau:  Both the hyperspectral and the thermal infrared 
HyspIRI sensors at 60 x 60 m spatial resolution will be of value for identifying urban versus non-
urban change in the landscape. The data can be used to stratify a region for more in-depth 
analysis using higher spatial resolution sensor systems. Ideally, the HyspIRI data will be made 
free to the public and the Census Bureau which improves its potential utility. HyspIRI is a high-
priority sensor requested by the NRC Decadal Survey so hopefully it will be launched. 
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4.1.2.4 Indian Remote Sensing Organization (ISRO) CartoSat-1 and Cartosat-2 
Hyperspectral 

 
According to the European Space Agency, CartoSat-1A may be launched in 2014 and will 
record panchromatic (1.25 x 1.25 m; 500 – 750 nm; 60 km swath width), multispectral VNIR 
(2.5 x 2.5 m; 60 km swath width), and hyperspectral imagery (30 x 30 m; 60 km swath width; 
VNIR 750 – 1300 nm; SWIR 30 x 30 m; 1300 – 3000 nm). CartoSat-1B may be launched in 
2017 with similar instruments (ESA_Ceos, 2012) (Table 4-1). 
 
Significance of CartoSat-1 Hyperspectral imagery to the Census Bureau:  The 30 x 30 moderate 
spatial resolution hyperspectral imagery from CartoSat-1 and -2 could be of value for identifying 
areas of general change. The data could be used to stratify a region for more in-depth analysis 
using higher spatial resolution sensor data. 
 

4.1.2.5 Japan Aerospace Exploration Agency (JAXA) Hyperspectral Imager Suite 
(ALOS-3) 

 
ALOS-3 is scheduled for launch in 2014 with a pushbroom Hyperspectral Imager Suite (HISUI) 
and an Optical Sensor. The HISUI will have 30 x 30 m spatial resolution and the multispectral 
optical sensor will have 5 x 5 m resolution.  The HISUI will have 57 bands from 400 – 970 nm 
and 128 bands from 900 – 2500 nm.  The Optical Sensor will have four bands from 450 – 890 
nm (ESA CEOS, 2012).   
 
Significance of ALOS-3 Hyperspectral Imager Suite and Optical Sensor to Census Bureau 
change detection:  The 30 x 30 spatial resolution hyperspectral imagery from ALOS-3 could be 
of value for identifying areas of general change. The 5 x 5 m Optical Sensor data could be used 
to identify “change versus no-change” but not for structure identification. 
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Table 4-1. Characteristics of selected satellite multispectral and panchromatic remote sensing 
systems of value for Census Bureau change detection. 
 

 Resolution  

 

Sensor 

Spatial  
(meters) 

Spectral  
(nm) 

Temporal 
(days) 

Radiometric 
(bits) 

Landsat (NASA/USGS) 
- Multispectral Scanner (MSS) 
  Landsat-1 (1972) 
  Landsat-2 (1975) 
  Landsat-3 (1978) 
  Landsat-4 (1982) 
  Landsat-5 (1984) 
 

 
 
- Landsat 4 TM (1982)  
- Landsat 5 TM (1984)   
- Landsat 7 (ETM+) (1999) 
-185 km swath width 
 

 
 
 
- Landsat 8 Data Continuity  
  Mission (LDCM) (2013) 
  Operational Land Imager (OLI)  

 
 

79 x 79  
79 x 79 
79 x 79 
79 x 79 

240 x 240 (3) 

 
 

15 x 15 PAN (7) 
30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 

120 (4,5), 60 (7) 
30 x 30 

 
15 x 15 (PAN) 

30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 

120 x 120 (TIR) 
120 x 120 (TIR) 

 
 

500 - 600 
600 - 700 
700 - 800 

 800 - 1100 
10.4 - 12.6 (�m) 

 
 

520 - 900 
450 - 520 
520 - 600 
630 - 690 
760 - 900 

1550 - 1750 
10.4 - 12.5 (�m) 

2080 – 2350 
 

          500 – 680 
433 - 453 
450 - 515 
525 - 600 
630 - 680 
845 – 885 

1560 - 1660 
2100 - 2300 
1360 - 1390 

10.3 – 11.3 �m) 
11.5 – 12.5 (�m) 

 
 

18 
 
 
 
 

 
 

16 

 
 
 
 
 

16 

 
 

 
 

6 
8 
8 
8 
8 

 
 
 

8 

 
 
 
 
 

8 

 

ASTER (60 km swath width) 
- VNIR visible near-infrared 
 
 
 
- SWIR Short- wavelength IR  
   (not functioning as of 01.12.09) 
 
 
 
- TIR Thermal infrared  
 
 

 
15 x 15 (nadir) 
15 x 15 (nadir) 
15 x 15 (nadir) 

15 x 15 (backward) 
30 x 30   
30 x 30  
30 x 30  
30 x 30 
30 x 30 
30 x 30 
90 x 90 
90 x 90 
90 x 90 
90 x 90 
90 x 90  

 
520 – 600 
630 – 690 
760 – 860 
760 – 860 

1600 – 1700 
2145 – 2185 
2185 – 2225 
2235 – 2285 
2295 – 2365 
2360 – 2430 

8.125 – 8.475 (�m) 
8.475 – 8.825 (�m) 
8.925 – 9.275 (�m) 
10.25 – 10.95 (�m) 
10.50 – 11.65 (�m) 

 
 

16 days 
 
 
 
 
 
 
 
 

 
 

8-bit 

 
8-bit 

 
 
 
 

12-bit 
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Astrium, Inc., CNES SPOT 
- HRV  SPOT 1 (1986 – 2003) 
- HRV SPOT 2 (1990 – 2009) 
- HRV SPOT 3 (1993 – 1996) 
  60 km swath width 
 
 
- HRVIR SPOT 4 (1998 – in orbit) 
  60 km swath width 
 

 
 
- HRG SPOT 5 (2002 – in orbit) 
  60 km swath width 
 
 

 
- Vegetation Instrument on 
  SPOT 4 and 5 
  2250 km swath width 

 
 
 
- SPOT 6 and 7 (2012, 2013) 
  60 km swath width 

 

 
10 x 10 PAN 

20 x 20 
20 x 20 
20 x 20 

 
 

10 x 10 PAN 
20 x 20 
20 x 20 
20 x 20 
20 x 20 

 
2.5 x 2.5 PAN 

10 x 10  
10 x 10 
10 x 10 
20 x 20 

 
 

1150 x 1150 
1150 x 1150 
1150 x 1150 
1150 x 1150 

 
1.5 x 1.5 PAN 

6 x 6 
6 x 6 
6 x 6 
6 x 6 

 
510 - 730 
500 - 590 
610 - 680 
780 - 890 

 
610 – 680 
500 – 590 
610 – 680 
780 – 890 

1580 – 1750 
 

480 – 710 
500 – 590 
610 – 680 
780 – 890 

1580 - 1750 

 
450 - 520 
610 - 680 
780 - 890 

1580 – 1750 
 
 

450 - 745 
450 – 520 
530 - 590 
625 – 695 
760 - 890 

 
Pointable 

 
 
 
 

 
Pointable 

 
 
 

 
Pointable 

 
 

 
 

1 day 

 
 
 

Pointable 

 

 
8 
 
 
 

 

 
8 

 
 
 
 

8 

 
 
 

10 

 

 
 

- 

Astrium, Inc., CNES Pleiades HR-1 
(2011) 

0.50 x 0.5 PAN 
2 x 2  
2 x 2  
2 x 2  
2 x 2  

480 – 830  
430 – 550 
490 – 610 
600 – 720 
750 - 950 

Pointable 10

Astrium, Inc.,  FORMSAT-2  
NSPO Republic of China  (2004) 
24 km swath width 

2 x 2 PAN 
8 x 8  
8 x 8  
8 x 8  
8 x 8  

450 – 900  
450 – 520 
520 – 600 
630 – 690 
760 - 900 

Pointable 8

Astrium, Inc.,  ESA Sentinel 1-3  
European Space Agency  (2013) 
Sentinel-1 SAR 
Sentinel-2ab 
290 km swath width 
 
Sentinel-3a 
OLCI – Ocean/Land Color Imager 
SLSTR – Sea/Land Surface Temp 
SRAL – SAR Radar Altimeter 

 
 

5 to 20 m 
VNIR = 10 m 
SWIR = 20 m 

Atmospheric = 60 m  
 

300 x 300 m 
500  to 1000 m  

300 x 300 

 
 

C-band and Ku-band 
400 – 750  

1300 – 3000 
-- 
 

21 bands 400 – 1300 
9 bands 400 – 15000 
C-band and Ku-band 

Pointable 12

Indian Space Research Org. 
- CartoSat-1  2 cameras (2005)  
  Swath width =  30 km 
- CartoSat-2  1 camera (2007) 
  Swath width = 9.6 km 
- CartoSat-2A  (2008) 
  Swath width = 9.6 km 

 
2.5 x 2.5 PAN 

 
<1 x 1  

 
<1 x 1  

 

 
500 – 750 

 
500 – 750 

 
500 – 750 

 

 
Pointable 

 
Pointable 

 
Pointable 

 

 
7 
 

10 
 

10 
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- CartoSat-2B  (2010) 
  Swath width = 9.6 km 
- CartoSat-2C (proposed 2013) 
  Swath width = 10 km 
- CartoSat-2D  (proposed 2016) 
  Swath width = 10 km 
- CartoSat-3  (proposed 2015) 
  Swath width = 15 km 
- CartoSat-3A  (proposed 2018) 
  Swath width = 15 km 
 
- CartoSat-1A  (proposed 2014) 
  panchromatic 
  multispectral VNIR  
  hyperspectral VNIR and SWIR 
  Swath width = 60 km 
- CartoSat-1B  (proposed 2017) 
   panchromatic 
   multispectral VNIR  
   hyperspectral VNIR and SWIR 
  Swath width = 60 km 
 
- ResourceSat-1 (2003) 
   LISS-IV (swath width = 23 km) 
   LISS-III VNIR SWIR (23 km) 
    
   
   AWiFS 
   Swath width = 70 km 
 
 
 
- ResourceSat-2  (2011) 
   LISS-IV (swath width = 70 km) 
   LISS-III VNIR SWIR 
   AWiFS 
   Swath width = 70 km 
 
- ResourceSat-2A (in 2013) 
 
- RISAT-1 (2012) SAR 
- RISAT-1A (proposed 2015) SAR 

<1 x 1  
 

 1 to 2 PAN 
VNIR 

1 to 2 PAN 
VNIR 

0.25 x 0 25   
 

0.25 x 0 25   
 
 
 

1.25 x 1.25 PAN 
2.5 x 2.5 
30 x 30  

 
 

1.25 x 1.25 PAN 
2.5 x 2.5 
30 x 30 

 
 

 
5.8 x 5.8 

23.5 x 23.5 
23.5 x 23.5 
23.5 x 23.5 

56 x 56 
56 x 56 
56 x 56 
56 x 56 

 
see ResourceSat-1 

 
 
 
 

 
see ResourceSat-2 

 
3 to 50 m 
3 to 50 m 

500 – 750 
 

500 – 750 
400 – 1300  
500 – 750 

400 – 1300  
500 – 750 

 
500 – 750 

 
 
 

500 – 750 
? 

500- 3000 
 
 

500 – 750 
? 

750- 3000 
 

 
 

500 – 750 
520 – 590 
620 – 680 
770 – 860 
520 – 590 
620 – 680 
770 – 860 

1550 – 1700 
 

see ResourceSat-1 
 
 
 
 
 

see ResourceSat-1 
 

5.35 GHz (C-band) 
5.35 GHz (C-band) 

Pointable 
 

Pointable  
 

Pointable 
 

Pointable 
 

Pointable 
 

 
 

Pointable 
 
 
 
 

Pointable 
 
 
 
 

Pointable 
 
 
 
 
 
 
 
 

 
Pointable 

 
 
 
 
 

Pointable 
 

Pointable 
Pointable 

10 
 

10 
 

10 
 

10 
 

10 
 
 

 
10 

 
 
 
 

10 
 
 
 
 
 

7 
7 
 
 

10 
 
 
 
 
 

10 
10 
12 

 
 

see ResourceSat-1 
 

-- 
-- 

Korea Aerospace Research 
Institute (KARI) KOMPSAT 
 
- KOMPSAT-1 (1999)  
  17 km swath width 
- KOMPSAT-2 (2006)  
  15 km swath width 
 
 
- KOMPSAT-3 (2012)  
  15 km swath width 
 
 
 
- KOMPSAT-3A (2014)  
  15 km swath width 
 
 
 
 
- KOMPSAT-5 (2012)  
  100 km swath width 

 
 
 

6 x 6 PAN 
 

1 x 1 PAN  
4 x 4  
4 x 4  
4 x 4  
4 x 4  

0.8 x 0.8 PAN  
4 x 4  
4 x 4  

  4 x 4  
4 x 4 

0.8 x 0.8 PAN  
4 x 4  
4 x 4  

  4 x 4  
4 x 4 

5.5 x5.5 
 

1 to 20 m 
 

 
 
 

510 – 730  
 

500 – 900 
450 – 520 
520 – 600 
630 – 690 
760 – 900 
500 – 900 
450 – 520 
520 – 600 
630 – 690 
760 – 900 
500 – 900 
450 – 520 
520 – 600 
630 – 690 
760 – 900 
3 to 6 �m 

 
X-band 

 

 
 
 

Pointable 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Thermal 
 

Radar 
 

 
 
 

8 



 

66 
 

- KOMPSAT-7 (201_)  
  100 km swath width 

1 to 20 m X-band Radar 

GeoEye, Inc. 
- IKONOS-2 (1999) 
 

 
 
 
- GeoEye-1 (2008) 

 
 
 
- GeoEye-2 (2013)  
  14 km swath width 

 
0.82 x 0.82 PAN 

3.2 x 3.2 
3.2 x 3.2 
3.2 x 3.2 
3.2 x 3.2 

 
0.41 x 0.41 PAN 

1.65 x 1.65 
1.65 x 1.65 
1.65 x 1.65 
1.65 x 1.65 

 
0.25 x 0.25 

?  x ? 
?  x ? 
?  x ?  
?  x ? 

 
526 - 929 
445 - 516 
506 - 595 
632 - 698 
757 – 853 

 
450 - 800 
450 - 510 
510 - 580 
655 - 690 
780 – 920 

? - ? 
450 - 510 
510 - 580 
655 - 690 
780 – 920 

 

 
Pointable 

 

 
11 

DigitalGlobe, Inc. 
- QuickBird (2001) 
 
 
 

 
 
- WorldView 1 (2007) 

 
- WorldView 2 (2009) 

 

 

 

 

 

 

- WorldView 3 (2014) 

 
0.61 x 61 PAN 

2.40 x 2.40 
2.40 x 2.40 
2.40 x 2.40 
2.40 x 2.40 

 
0.50 x 0.50 PAN 

 
0.46 x 0.46 PAN 

1.84 x 1.84  
1.84 x 1.84 
1.84 x 1.84 
1.84 x 1.84 
1.84 x 1.84 
1.84 x 1.84 
1.84 x 1.84 
1.84 x 1.84 

 
Similar to  

WorldView-2 

 
  405 - 1053 

430 - 545 
466 - 620 
590 - 710 
715 – 918 

 
400 – 900 

 
450 - 800 
400 - 450 
450 - 510 
510 - 580 
585 - 625 
630 - 690 
705 - 745 
770 - 895 

  860 – 1040 

 
Similar to 

WorldView-2 

 
Pointable 

 

 

 

Pointable 
 

Pointable 
 
 
 
 
 
 

 
 

 
 

Similar to 
WorldView-2 
 

 
11 

 
 
 
 
 

11 
 

11 
 
 
 
 
 
 
 
 
 

 
Similar to 

WorldView-2 
 

RapidEye, Inc. 
 -  Five satellites (2008) 
    (native spatial resolution is    
     6.5 x 6.5 m) 
 

 
5 x 5  
5 x 5 
5 x 5 
5 x 5 
5 x 5 

 
440 - 510 
520 - 590 
630 - 685 
690 - 730 
760 - 850 

 
Daily (off-nadir) 
5.5 days (nadir) 

 

 
up to 12 
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DMC Intl. Imaging, Ltd. 
- SLIM-6 
 -  160 to 650 km swath width 
 
- NigeriaSat-2 
- 20.5 km swath width 
 
 
 

 
22 x 22 
22 x 22 
22 x 22 

 
2.5 x 2.5 PAN 

5 x 5 
5 x 5 
5 x 5 
5 x 5 

 
520 - 600 
630 - 690 
770 - 900 

 
520 – 900 
455 – 520 
525 – 600 
635 – 690 
775 - 900 

 

 
Daily coverage 

 
 
 

Pointable  
with 2-day revisit 

 
8 or 10 

 
 

 
8 

Earth Observing-1 (EO-1) 
- Hyperion hyperspectral 
 -  Spectral resolution = 10 nm      
 -  7.5 km swath width 
 
- Advanced Land Imager (ALI) 
- 185 km swath width 
 
 
 

 
30 x 30 

 
 
 

10 x 10 PAN 
30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 
30 x 30 

 

 
430 – 2400 

198 useful bands  
out of 220 

 
480 – 690 
433 – 453 
450 – 515 
525 – 605 
630 – 690 
775 – 805 
845 – 890 

1200 – 1300 
1550 – 1750 
2080 – 2350 

 

 
200 days 

 
 
 

16 days 
 

 
12 
 
 

 
12 

 
  



 

68 
 

4.1.3 Satellite Radio Detection and Ranging (RADAR) Remote Sensing 
 

RADAR (Radio Detection and Ranging) remote sensing can be performed both day and night 
because it is not dependent upon solar radiation. It can also collect imagery during inclement 
weather and through clouds. RADAR sensors actively transmit pulses of microwave 
electromagnetic energy that interact with the terrain. The back-scattered energy is then recorded 
by the system electronics to produce a dataset that can be processed to yield a RADAR image. 
The RADAR system is especially sensitive to changes in terrain surface roughness and the 
amount of water present in the vegetation and/or soil. Consequently, RADAR is often the sensor 
of choice for tropical areas of the world that are perennially shrouded in clouds.  
 

RADAR data collection involves transmitting a pulse of microwave energy toward the ground 
perpendicular to the line-of-flight of the aircraft (called the look direction) and at a certain 
depression angle (). The pulse of energy illuminates a strip of land to the side of the aircraft; 
hence the term side-looking-airborne-radar (SLAR). The microwave energy interacts with the 
terrain in the geographic area between the near- and far-range. The RADAR system electronics 
record the amount of energy that is back-scattered from the terrain toward the RADAR antenna 
onboard the aircraft or spacecraft. It keeps track of the amplitude and phase history of the pulses 
of microwave energy recorded and is able to synthesize a very narrow beam width. This 
produces what is commonly referred to as Synthetic Aperture Radar (SAR) data. It is possible to 
send and receive like polarized microwave energy (i.e., vertical send, vertical receive = VV; 
horizontal send, horizontal receive = HH) or to send and receive cross-polarized energy (i.e., VH 
and HV). Characteristics of selected satellite SARs are summarized in Table 4-2.  
 

Table 4-2. Characteristics of selected satellite Synthetic Aperture Radars (SARs). 
 

 
 
 

Synthetic 
Aperture 

Radar (SAR) 

 
 
 
 
 

Launch 

 
 
 
 
 

Origin 

 
 

Wavelength  
cm 

Depression
angle,  

(near–far 
range) 

[Incident 
angle] 

 
 
 

Polari-
zation 

 
Azimuth 

Resolution 
m 

 
Range 

Resolution, 
m 

 
 
 

Swath 
Width 

km 

 
 
 

Altitu
de 
km 

 
 
 

Orbit 

 
 
 

Dura-
tion 

ERS-1,2 
 
 

1991 
1995 

ESA C - (5.6) 
 

67° 
[23°] 

VV 
 

30 26 100 785 polar 
orbit 

2011 

JERS-1 
 
 

1992 Japan L - (23.5) 
 

51° 
[39°] 

HH 18 18 75 568 polar 
orbit 

1998 

RADARSAT-1 
 
 

1995 Canada C - (5.6) 70° – 30° 
[10° – 60°] 

HH 
 

8 – 100 
 

8 – 100 50 – 
500 

798 polar 
orbit 

2015 
 

SRTM 
 
 

2000 USA X - (9.6) 
C - (5.3) 

-- HH 
VV,HH 

30 
30 

30 
30 

X-50 
C-225 

225 60° N  
– 56°S  

11  
days 
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Envisat 
ASAR 
 
 
 

2002 ESA C - (5.3) [15° – 45°] Quad-
pol 

30 –1000 30 – 950 5 – 
150  

786 polar 
orbit 
98° 

2013 

RADARSAT-2 
 
 

2007 Canada C - (5.4) 70° – 30° 
[10° – 60°] 

Quad-
pol 

3 – 100 
 

2.4 – 100 20 – 
500 

798 polar 
orbit 

2015 
 

RISAT-1 
 
 

2012 India C - (5.35) -- Quad-
pol 

3 – 50 
 

__ –__ 20 – 
500 

610 polar 
orbit 

2016 
 

KOMPSAT-5 
 
 

2012 Korea X - (12.5) -- -- 1 – 20 
 

__ –__ 100 500 polar 
orbit 

2016 
 

ALOS-2 
 
 

2013 Japan L - (1270 
MHz) 

-- -- 1 – 10 
 

__ –__ 30-
360 

628 polar 
orbit 

2017 
 

Sentinel 1ab 
 
 
 

2013-
2014 

ESA C - (5.4) [20° – 45°] Quad-
pol 

5 5-20 5 – 
150  

400 polar 
orbit 
98° 

2020 

 

 
4.1.3.1 Canadian RADARSAT-1, RADARSAT-2, and RADARSAT Constellation 

 
The Canadian Space Agency (CSA) launched RADARSAT-1 on November 4, 1995, and 
RADARSAT-2 on December 14, 2007.  RADARSAT-1 was launched into a near-polar, Sun-
synchronous orbit 798 km above the Earth. The orbital inclination is 98.6° with a period of 100.7 
minutes and 14 orbits per day. The orbit path repeats every 24 days, meaning that the satellite is 
in exactly the same location and can take the same image (same beam mode and beam position) 
every 24 days. This is useful for interferometry and detecting changes at that location that took 
place during the 24 days. The antenna size is 15 x 1.5 m.  RADARASAT-1 has a single C-band 
(5.6 cm) active microwave sensor that transmits at 5.3 GHz frequency at a pulse length of 42.0 
s. Its polarization is horizontal-send and horizontal-receive (HH). Unlike many RADARs, 
RADARSAT-1 and RADARSAT-2 provide a range of spatial resolutions and geographic 
coverages (Table 4-3 and Figure 4-15). Each beam mode is defined by the geographic area it 
covers and the spatial resolution. RADARSAT-1 beam modes range from Fine, which covers a 
50 x 50 km area and has an approximately 10 x 10 m spatial resolution, to ScanSAR Wide, which 
covers a 500 x 500 km area at 100 x 100 m spatial resolution. 
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Table 4-3. RADARSAT-1 and RADARSAT-2 beam position characteristics (MDA RADARSAT-
1, 2012; MDA RADARSAT- 2, 2011). 

Operational 
Beam Modes 

Beam 
Position 

Incident 
Angle 

Positions 
(Degrees) 

Nominal Spatial 
Resolution (m) 

[azimuth x range] 
Nominal 

area (km) 

Number of 
Processing 

Looks 

Ultrafine beam and 
Multiple-look fine beam 
(only on RADARSAT-2) 

–– 30 – 40 
(30 – 50) 
 

3.0 x 2.4 - 3.4 
(7.9 x 7.4 - 9.1) 

20 x 20  
50 x 50  

1 x 1 
>3 

Spotlight 
(only on RADARSAT-2) 

–– 19 - 50 
 

0.8 (Azimuth) 
 

18 x 8  
 

1 x 1 
 

Fine 
5 positions RADARSTA-1 
6 positions (RADARSAT-2) 

F1 
F2 
F3 
F4 
F5 
(F6) 

37 – 40 
39 – 42 
41 – 44 
43 – 46 
45 – 48 
(47 – 49) 

8.3 x 8.4 (8.7 – 8.1) 
7.9 x 8.4 (8.2 x 7.8) 
7.6 x 8.4 (7.9 x 7.5) 
7.3 x 8.4 (7.6 x 7.2) 
7.1 x 8.4 (7.3 x 7.0) 
(7.1 x 6.9) 
 

50 x 50 1 

Standard 
7 positions RADARSAT-1 
8 positions (RADARSAT-2) 

S1 
S2 
S3 
S4 
S5 
S6 
S7 
(S8)  

20 – 27 
24 – 31 
30 – 37 
34 – 40 
36 – 42 
41 – 46 
45 – 49 
(48 –  52) 

24 x 27 
20 x 27 
25 x 27 
23 x 27 
22 x 27 
20 x 27 
19.1 x 27 
(18.2 x 17.3) 
  

100 x 100 1 x 4 

Wide  
3 positions 
(RADARSAT-2) 
 

W1 
W2 
W3 

20 – 31 
31 – 39 
39 – 45 

33.8 x 27 (40 x 26.1) 
24.6 x 27 (26.9 x 21.5) 
20.8 x 27 (21.9 x 19.2) 

150 x 150 
150 x 150 
150 x 150 

1 x 4 

ScanSAR Narrow 
(2 positions) 

SN1 
SN2 

20 – 40 
31 – 46 

50 300 x 300 2 x 2 

ScanSAR Wide SW1 20 – 49 100 500 x 500 2 x 4 

Extended High 
6 positions 
(RADARSAT-2) 

H1 
H2 
H3 
H4 
H5 
H6 

49 – 52 
50 – 53 
52 – 55 
54 – 57 
56 – 58 
57 – 59 

18.2 x 27 (18.2 x 17.3) 
17.7 x 27 (17.8 x 17) 
17.3 x 27 (17.4 x 16.7) 
16.8 x 27 (16.8 x 16.3) 
16.1 x 27 (16.6 x 16.1) 
16.4 x 27 (16.3 x 15.9) 

75 x 75 1 x 4 

Extended Low 
(RADARSAT-2) 

L1 10-23 39.1 x 27 (52.7 x 23.3) 170 x 170  1 x 1 and 1 x 
4 
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RADARSAT obtains data using a range of incident angles from less than 20° (steep angle) to 
almost 60° (shallow angle). Within each beam mode, a number of incident angle positions are 
available (Figure 4-15 and Table 4-3). These are called beam positions. For example, Standard 
beam mode, which covers a 100 x 100 km area, has seven beam positions in RADARSAT-1. By 
specifying a beam position, one of seven 100 x 100 km images within a 500 km accessible swath 
will be collected. Factors influencing the choice of beam mode include the sensitivity of the 
application to incident angle, type of terrain, stereo requirements, spatial resolution desired, and 
how often coverage of the area is required.  
 
RADARSAT-2 has many specifications that are identical to RADARSAT-1, however, there are 
significant improvements (MDA RADARSAT-2, 2011). Major considerations designed to 
maintain continuity with RADARSAT-1 include the use of the same altitude (798 km) and 
orbital path, and all of the C-band imaging modes. However, RADARSAT-2 has multiple 
polarization modes, including a fully polarimetric mode in which HH, HV, VV and VH 
polarized data are acquired. Its highest resolution is approximately 1 m in Spotlight mode (3 m in 
Ultra-Fine mode) with 100 m positional accuracy requirement. In ScanSAR Wide Beam mode 
the SAR has a nominal swath width of 500 km and an imaging resolution of 100 m.  
RADARSAT-2 can look both left and right of nadir, which is very important when trying to 
obtain data in an emergency. RADARSAT-2 was the first commercial spaceborne SAR to offer 
quadrature-polarimetry (“quad-pol”) capability where amplitude and phase information are 
retained. There are a number of unique polarimetric parameters that can be derived from these 
data and used to develop an understanding of the features present in the radar imagery (e.g., co-
polarized and cross-polarized ratio images; co-polarized correlation coefficient images).  
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Figure 4-15. Chronological launch history of the RADARSAT-1 and RADARSAT-2 satellites 
and the proposed RADARSAT Constellation. The data collection beam modes for RADARSAT-
2 are shown [images courtesy of the Canadian Space Agency (www.asc-csa.gc.ca) and MDA 
RADARSAT-2, 2011)]. 
 
 
The proposed RADARSAT Constellation Mission (RCM) is to consist of a three-spacecraft 
fleet of Earth observation SAR satellites to be launched in 2014-2015. The smaller satellites will 
continue to provide C-band radar data to RADARSAT-2 users. Improvements include more 
frequent area coverage and reduced risk of a service interruption (SatMagazine, 2010). The 
RADARSAT Constellation is a paradigm shift from earlier RADARSAT missions. Instead of 
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launching a single satellite, the capabilities of the system are distributed across several satellites, 
increasing revisit, and introducing a more robust, flexible system that can be maintained at lower 
cost and launched into orbit using smaller, less expensive launch vehicles. The greatly enhanced 
temporal revisit combined with accurate orbital control will enable advanced interferometric 
applications in between satellites on a four-day cycle that will allow the generation of very 
accurate coherent change maps (SatMagazine, 2010). The system is designed as a medium 
resolution mission primarily dedicated to regular monitoring of broad geographic areas. The 
system also includes high resolution modes at 3 x 3 m and 5 x 5 m, primarily designed for 
disaster management. 

Significance of RADARSAT-1, RADARSAT-2 and the future RADARSAT Constellation 
imagery for Census Bureau Change Detection: It is possible to extract building and road network 
information from high spatial resolution mode RADARSAT-1 and -2 imagery.  However, it 
requires a substantial amount of digital image processing expertise and knowledge of both 
RADAR system characteristics and environmental conditions.  In particular, building and/or road 
orientation relative to the look direction of the radar beam can cause havoc when trying to 
compare results obtained when the same geographic area is imaged from different look 
directions (e.g., left versus right). RADAR imagery should probably only be used by the Census 
in areas where it is almost impossible to obtain optical (e.g., blue, green, red, and near-infrared) 
imagery for change detection purposes due to persistent fog or cloud cover problems. The 
forthcoming RADARSAT Constellation consisting of initially three satellites to be launched in 
2014-2015 is of interest, especially when they acquire high spatial resolution SAR imagery for 
interferometric change detection. 
 

4.1.3.2 European Space Agency (ESA) ENVISAT Advanced Synthetic-Aperture 
Radar (ASAR) and Sentinel-1ab SAR 

ENVISAT ASAR was launched on March 1, 2002, and was operational until April, 2012 (EOS 
CEOS, 2012). It had a C-band sensor (8 – 4 GHz) with a choice of five polarizations (VV, HH, 
VV/HH, HV/HH, or VH/VV). It functioned in several modes summarized in Table 4-4. It had 
spatial resolutions ranging from 30 x 30 m to 950 x 950 m and swath widths ranging from 5 to 
400 km.   
 

Table 4-4. ENVISAT Advanced Synthetic Aperture Radar (ASAR) specifications (ESA CEOS, 
2012).  

ASAR Mode Characteristics 

Image Mode (IM) 30 x 30 m spatial resolution for the precision product. VV or HH 
polarization images from any of 7 selectable swaths. Swath width is 
between 56 km (swath 7) and 100 km (swath 1) across-track.  
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Alternating Polarization 
Mode (AP) 

30 x 30 m spatial resolution for the precision product. Two co-registered 
images per acquisition, from any of 7 selectable swaths. Polarization pairs 
possible: HH/VV, HH/HV, or VV/VH.  

Wide Swath Mode (WS) 150 x 150 m spatial resolution. Swath width is 400 km. Polarization: VV or 
HH. 

Global Monitoring Mode 
(GM) 

Spatial resolution of 1000 x 1000 m (azimuth and range, respectively) for 
nominal product. Up to a full orbit of coverage. HH or VV polarization. 

Wave Mode (WV) Small imagette (dimensions range between 10 x 5 km to 5 x 5 km) is 
acquired at regular intervals of 100 km along-track. Imagette can be 
positioned anywhere in an Image Mode swath. Polarization: VV or HH. 
Imagettes are converted to wave spectra for ocean monitoring. 

 

The European Space Agency (ESA) Sentinel-1ab C-band Synthetic Aperture Radar (SAR) 
will address the issue of C-band (5.04 GHz) data continuity for SAR data at large. ENVISAT 
data to feed SAR-based services ceased in April, 2012. Dedicated to GMES, Sentinel-1 will 
ensure the continuity of C-band SAR data, building on ESA’s and Canada’s heritage SAR 
systems such as ERS-1, ERS-2, Envisat and Radarsat. Sentinel-1a should be launched in 2013-
2014 and will be followed by Sentinel-1b in 2015. The Sentinel-1ab SAR will have quad 
polarization (HH, VV, VV+HH, VV+VH) and a range of spatial resolution from 5 to 20 m. The 
swath width will be 400 km (ESA_CEOS, 2012). 
 
Significance of Sentinel-1ab imagery for Census Bureau change detection: The spatial resolution 
of the proposed Sentinel-1ab SARs should be sufficient to identify general areas of change in 
multiple-date RADAR imagery. However, RADAR imagery should probably only be used by 
the Census is areas where it is almost impossible to obtain optical (e.g., blue, green, red, and 
near-infrared) imagery for change detection purposes due to persistent fog or cloud cover. 
 

4.1.3.3 Indian Remote Sensing Organization (ISRO) RISAT-1 SAR 

RISAT-1 was launched on April 28, 2012 (Table 4-1). It is a Synthetic Aperture Radar (SAR) in 
a polar orbit with 14 obits per day. It has a C-band (5.35 GHz) sensor which enables imaging of 
the surface during both day and night and under almost all weather conditions. It has a temporal 
repeat cycle of 12 days. Its spatial resolution ranges from 3 x 3 m to 50 x 50 m. RISAT-1A is 
supposed to be launched in 2015 (ESA_CEOS, 2012). 
 
Significance of RISAT-1 imagery for Census Bureau change detection: It is possible to extract 
building and road network information from high spatial resolution RADAR imagery.  However, 
it requires a substantial amount of digital image processing expertise and knowledge of both 
RADAR system characteristics and environmental conditions.  RADAR imagery should 
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probably only be used by the Census is areas where it is almost impossible to obtain optical (e.g., 
blue, green, red, and near-infrared) imagery for change detection purposes due to persistent fog 
or cloud cover.  

 
4.1.3.4 Korea Aerospace Research Institute (KARI) KOMPSAT-5 and  
KOMPSAT-7  

 
KOMPSAT-5 provides high resolution Synthetic Aperture Radar (SAR) images at 1 x 1 m 
spatial resolution, standard mode SAR images at 3 x 3 m resolution, and wide swath mode SAR 
images of 20 x 20 m resolution with an incidence angle of 45 degrees using the COSI (COrea 
SAR Instrument) payload. KOMPSAT-5 was launched in May, 2012. It has an X-band (12.5 – 8 
GHz) Synthetic Aperture Radar (SAR) with a 100 km swath width and a 28 day revisit cycle 
(ESA CEOS, 2012; NASA KOMPSAT 5, 2012). KOMPSAT-7 is also to be a SAR and is 
scheduled for launch in 2014.  
 

4.1.3.5 Japan Aerospace Exploration Agency (JAXA) L-Band Synthetic Aperture 
Radar (ALOS-2) 

ALOS-2 is scheduled for launch in 2013 with an L-band frequency and 1 to 3 m spatial 
resolution in Spotlight mode and 3 to 10 m in high resolution mode. Its swath width ranges from 
30 to 360 km depending on the mode.   

4.2 Suborbital Remote Sensing Data Collection 
 
Suborbital remote sensing will continue to be very important to GEO.  Remote sensing systems 
operating in the visible-near-infrared (VNIR), short-wavelength-infrared (SWIR), thermal-
infrared (TIR), and at LiDAR and RADAR frequencies continue to provide high quality remote 
sensor data useful for change detection and a variety of other applications.    
 

4.2.1 Aerial Photography (Vertical) 
 
Both analog (film) and digital aerial photography are obtained using high-quality, metric 
cameras that obtain aerial photographs along a flight line (Figure 4-1a). The aerial photographs 
usually have 60% endlap and 30% sidelap. This results in a block of aerial photography covering 
the study area of interest. The 60% endlap introduces stereoscopic parallax which allows 
stereoscopic analysis to take place and is the basis for photogrammetric information extraction. 
A high proportion of the land use and land cover information processed in most GIS are 
extracted from analog or digital aerial photography.  

Analog vertical aerial photography uses film with various emulsions and special filters. The three 
major types of film are: 1) black & white panchromatic, 2) normal color, and 3) color-infrared 
film. Most city, county, state, and federal agencies now request digital aerial photography that 
can easily be turned into orthophotography. An orthophotograph is a special type of vertical 
airphoto with the geometric distortion and the effects of relief displacement removed. An 
orthophotograph has all the geometric qualities of a planimetric map and the spectral detail found 
in the vertical aerial photograph. Distances and angles can be accurately measured using 
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orthophotography. Orthophotography in a standard map projection can be easily ingested into 
geographic information systems. Orthophotography is one of the framework datasets of the 
National Spatial Data Infrastructure. Large-scale normal color and color-infrared 
orthophotography of Beaufort, SC, are shown in Figure 4-16. 

 
 
Figure 4-16 a) Natural color vertical aerial orthophotography obtained in 2007 at a spatial 
resolution of 0.25 x 0.25 m (RGB = red, green, and blue bands). b) Color-infrared aerial 
orthophotography (RGB = near-infrared, red, and green bands) (photography courtesy of 
Beaufort County GIS Department; Jensen and Jensen, 2013). 
 

4.2.1.1 USGS Digital Orthophoto Quadrangles (3.75 – and 7.5-minute) 

 
The USGS has been creating orthophotos of the United States for many years. The USGS 
EarthExplorer program at http://edcsns17.cr.usgs.gov/EarthExplorer/ can be used to identify 
available orthophoto coverage. A USGS Digital Orthophoto Quadrangle (often referred to as a 
DOQ) is a computer-generated image of a National Aerial Photography Program (NAPP) aerial 
photograph in which the image displacement caused by terrain relief and camera tilt has been 
removed. DOQs may be based on black-and-white (B/W), natural color, and/or color-infrared 
(CIR) aerial photography, all with 1 x 1 m nominal spatial resolution. Most of the USGS 
orthophotos are acquired in the early spring of the year during “leaf-off” conditions (Jensen and 
Jensen, 2013).  

The USGS produces three types of DOQs (EROS, 2009): 

•  3.75-minute (Quarter-quad) DOQs cover an area measuring 3.75-minutes longitude 
by 3.75-minutes latitude. Quarter-quad DOQs are often referred to as DOQQs and 
are available for much of the U.S.  
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•  7.5-minute (Full-quad) DOQs cover an area measuring 7.5-minutes longitude by 7.5-
minutes latitude. Full-quad DOQs are primarily available for Oregon, Washington, 
and Alaska. Limited coverage is available for other states.  

•  Seamless DOQs are available for free download from the Seamless site 
(www.seamles.usgs.gov). 

Significance of USGS Digital Orthophotos to the Census Bureau change detection: The USGS 
digital orthophotos at 1 x 1 m spatial resolution are of value for Census Bureau change detection 
purposes.  Unfortunately, the USGS DOQs are updated on a non-annual, infrequent basis.     

4.2.1.2 USDA National Agriculture Imagery Program (NAIP) and Proposed Imagery 
for the Nation Program 

The U.S. Department of Agriculture contracts with photogrammetric firms to collect either 1 x 1 
or 2 x 2 m spatial resolution digital aerial photography for most of the agricultural land in the 
United States on a three year cycle during the growing season as part of its National Agriculture 
Imagery Program (NAIP). This program has been so successful that the National States 
Geographic Information Council (NSGIC) and other groups have proposed the Imagery for the 
Nation program whereby 6 x 6 in., 1 x 1 ft., and 1 x 1 m digital aerial photography may be 
collected for the entire nation (including urbanized areas) every 1 to 3 years, often during leaf-off 
periods. Detailed characteristics of the proposed Imagery for the Nation are summarized in Table 
4-5. Most of the aerial photography is transformed into orthophotography. 

Significance of NAIP data and Imagery for the Nation to the Census Bureau: NAIP data is 
collected every year at a spatial resolution of at least 2 x 2 m and often at 1 x 1 m.  Therefore, it 
represents a stable, consistent source of high spatial resolution digital aerial photography that can 
be used by the Census if it is properly geometrically rectified to become orthophotography.  
Natural color aerial photography is the norm, although many states require color-infrared 
photography. The photography is collected primarily in the summer for USDA applications.  
Therefore, buildings and parts of roads are often obscured by large trees that have a full canopy. 
This can result in new residential structures, roads, and driveways being missed. The Census 
Bureau should encourage the funding of Imagery for the Nation as it would provide consistently 
available very high spatial resolution imagery, often collected earlier in the growing season when 
the trees are not leafed out as much. Unfortunately, there appears to be little support for the 
Imagery for the Nation activity by the OMB at this time. 
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Table 4-5. Characteristics of the proposed Imagery for the Nation program. 
 

Proposed Imagery for the Nation Program  

 
Federal Program 

Steward 

 
U.S. Geological Survey 

 
U.S. Geological Survey 

U.S. Dept. of  
Agriculture except 

Alaska which is USGS 

Nominal Spatial Resolution 6 in. 1 ft. 1 meter 

Image Type Natural color Natural color Natural color 

Leaf Condition Off Off On 

Cloud Cover  0% 0% 10% 

Orthophotography 
Horizontal Accuracy 

2.5 ft. @ 95% NSSDA 5 ft. @ 95% NSSDA 25 ft. @ 95% NSSDA 

Location and Threshold U.S. Census Bureau Urbanized 
Areas with populations >50,000 
and >1,000 people per mile2 

Areas east of the Mississippi River 
and all counties west of the 
Mississippi River with >25 people 
per mile2 

Entire nation, including all 
islands and territories, enhancing 
existing USDA NAIP program. 

Frequency Every 3 years Every 3 years 
 

- Every year in 48 states 
- Every 5 years in Alaska 
- Every 3 years in Hawaii,  
   islands, and territories 

Local Cost Share 50% None None 

Buy-up Options 
 
Improvements over the standard 
base products can be selected by 
local, state, regional, and tribal 
agencies. Buy-ups require the 
organization to pay the 
differential costs above the 
standard base product for each 
buy-up requested. 

1) 100% for CIR or 4-band data 
2) 100% for > frequency 
3) 100% for > footprint 
4) 100% for > x,y accuracy 
5) 100% for 3-inch resolution 
6) 100% for improved elevation  
     data products 
7) 100% for removal of building  
     lean (true orthophoto) 

1) 100% for CIR or 4-band digital  
     product 
2) 100% for > frequency 
3) 100% for > footprint 
4) 100% for > x,y accuracy 
5) 100% for 3-inch resolution 
6) 100% for improved elevation  
     data products 
7) 100% for removal of building  
     lean (i.e., the creation of a true  
     orthophoto) 

1) 100% for CIR or 4-  
    band digital product 
2) 100% for > frequency 
3) 100% for > footprint 
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4.2.1.3 Leica Geosystems, Ag., ADS80, RCD30, Z/I Imaging DMC Aerial 
Photography 

 
Leica Geosystems, Ag., produces several of the most popular large- and medium-format remote 
sensing data collection sensor systems used by many photogrammetric engineering firms in the 
United States to obtain high resolution metric aerial photography (Table 4-6) (Leica, 2012b). 
Much of the imagery collected for public use (e.g., USDA NAIP, counties, states) is collected 
using Leica digital cameras. 
 
The Airborne Digital Sensor - ADS80 uses linear array remote sensing technology (Figure 4-
1d) to collect data in panchromatic, red, green, blue (RGB) and near-infrared (NIR) bands.  Each 
of the CCD linear arrays consists of 12,000 pixels. Each of the pixels in the linear arrays is 6.5 
m in size (Leica, 2012a). The data are collected using the nadir, aft and forward-looking logic 
shown in Figure 4-17. All of the panchromatic and spectral data are in near-perfect registration at 
the same radiometric resolution (Leica, 2012b) 
 
The RCD30 provides multispectral data in four co-registered bands (RGB and NIR) with each 
digital frame of imagery being 8,956 x 6,708 pixels in dimension. The camera has forward 
motion compensation (FMC) along two axes (forward and lateral). It is the most accurate and 
most reliable medium format camera available (Leica RCD30, 2012).  
 
The Z/1 Imaging Digital Mapping Camera (DMC) family includes four different 
configurations that collect metric digital frame camera imagery. The base Z/1 RMK D (5,760 x 
6,400 pixels) is a four camera head multispectral sensor that collects RGB and NIR imagery. The 
Z/I DMC II140 consists of a 5 camera head multispectral sensor (RGB, NIR) (each 6,846 x 6,096 
pixels) plus a 140 megapixel panchromatic sensor (12,096 x 11,200 pixels) that doubles the 
ground resolution of the Z/I RMK D. The Z/1 DMC II230 is a 5 camera head multispectral sensor 
(RGB, NIR) (each 6,846 x 6,096 pixels) that has a 230 megapixel CCD (15,552 x 14,144 pixels) 
that increases ground coverage even more to reduce flight lines. The Z/1 DMC II250 is a 5 
camera head multispectral sensor (RGB, NIR) (each 6,846 x 6,096 pixels) that has a 
panchromatic band (16,768 x 14,016 pixels). It has longer focal length optics, yielding even 
greater coverage with finer detail at lower flight altitudes (Leica Z/1, 2012ab). 
 
Significance of Leica Digital Camera imagery to the Census Bureau:  Much of the digital aerial 
photography data obtained for the federal government (e.g., USDA NAIP) and state and local 
governments by private photogrammetric engineering firms (e.g., Sanborn, EarthData, Fugro, 
etc.) is collected using a variety of Leica photogrammetric linear array and/or digital frame 
cameras. The high-quality imagery can be used to extract residential housing and road network 
information when subjected to photogrammetric analysis or digital image processing. 
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Table 4-6. Characteristics of selected suborbital (airborne) panchromatic, multispectral and 
hyperspectral remote sensing systems. 
 

 Resolution 

 
Sensor 

Spatial (meters) 
or detectors (D) 

Spectral 
(nm) 

Temporal 
(days) 

Radiometric 
(bits) 

Leica Geosystems, Ag 
- ADS80 Airborne Digital Sensor    
  (Sensor Head 91 or 92)  
 
 
 
- Z/1 Digital Mapping Camera (DMC) 

 Z/I RMK D 
 

 Z/1 DMC II140 
 

 Z/1 DMC II230 
 

 Z/1 DMC II250 
 
- RCD30 

 
CCD linear arrays 
with 12,000 pixels  
@ 6.5 mm 
 
 
 
5760 x 6400 
12096 x 11200 
6846 x 6096 
15552 x 14144 
6846 x 6096 
16768 x 140160 
6846 x 6096 
 
8956 x 6708 
 

 
465 – 676 (PAN) 
420 – 492 
533 – 587 
604 – 664 
833 – 920 
 
RGB,NIR 
Pan 
RGB, NIR 
Pan 
RGB, NIR 
Pan 
RGB, NIR 
 
RGB, NIR 

 
On demand 
 

 
12-bit 
 

Microsoft, Inc. 
- UltraCam Eagle 
- Panchromatic 
- Multispectral 
 

 
 
20010 x 13080 (D)  
6670 x 4360 (D) 

 
 
 
400 – 500 
500 - 600 
600 - 700 
700 - 900 

 
On-demand 

 
8- or 16-bit 
 
 
 

ITRES Research Limited (Canada) 
- CASI 1500 Airborne VNIR 
Hyperspectral 
 
- SASI 600 Airborne SWIR 
Hyperspectral 
 
- MASI 600 Airborne MWIR 
Hyperspectral 
 
- TASI 600 Airborne TIR Hyperspectral 
 

 
1500 pixels  
across track 
 
600 pixels 
across track 
 
640 pixels  
across track 
 
600 pixels  
across track 

 
up to 288 channels 
from 380 – 1050 
100 channels  
from 950 – 2450 
 
64 channels 
from 3.0 – 5.0 �m 
 
32 channels 
from 8.0 – 11.5 
�m 

 
On demand 
 

 
14-bit 

HyVista, Inc. (Australia) 
- HyMap 

 
2 x 2 to 

10 x 10 m 

 
up to 128 channels 
from 450 – 2480 
nm 

 
On demand 

 
12-bit 
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Figure 4-17. a) Leica Geosystems Airborne Digital Sensor – ADS-80. b) Dispersion of incoming 
panchromatic, blue, green, red, and near-infrared energy onto the 12,000 detectors of each of the 
linear arrays. c) Orientation of the aft, nadir, and forward-looking linear arrays (images courtesy 
of Leica Geosystems, Gb).  
 

4.2.1.4 Microsoft, Inc., UltraCam Eagle  
 
The Microsoft, Inc. Photogrammetry Division developed the UltraCam digital frame camera 
primarily to obtain imagery for its Bing Maps platform search engine. In addition, the division 
markets UltraCam cameras and related products to the photogrammetric engineering industry, 
including: UltraCam Eagle (the newest sensor), ULTRACAM Xp, ULTRACAM XpWA, and 
ULTRACAM Lp (Microsoft UltraCam, 2012). UltraCam imagery is the data source for 
automated 3D framework production in Bing Maps (Wiechert, 2009a). They use 80% endlap and 
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60% sidelap UltraCam photography (yielding up to 12 rays per ground pixel based on multi ray 
photogrammetry) to extract extremely high resolution digital surface models (DSM) of the 
terrain with >50 points per m2 (Wiechert 2009b). Derived DSM and digital terrain models 
(DTM) in conjunction with image classification (consisting of 10 -15 classes such as buildings, 
vegetation, concrete, etc.) are used to create the 3-dimensional roof polygons, extrude completed 
roof geometry to the DTM, and apply photo texture from UltraCam images to create a 3-
dimensional Virtual Earth served in Bing Maps (Wiechert, 2009ab). UltraCam photogrammetry 
is performed using the ULTRAMAP Workflow Software System. 
 
The UltraCam Eagle sensor system has the largest panchromatic frame image footprint of any 
ultra-large format metric camera with 20,010 x 13,080 detectors (potentially reducing the 
number of data collection flight lines required). Multispectral data are collected in the blue, 
green, red, and near-infrared regions using sensors with 6,670 x 4,360 detectors (Table 4-6).  
Radiometric resolution is 8- to 16-bits (Microsoft UltraCam, 2012). An example of the quality of 
UltraCam Eagle multispectral digital frame camera photography is shown in Figure 4-18. The 
frame data collection rate is 1.8 seconds that allows 80% to 90% forward overlap if desired. 
Microsoft offers other digital frame cameras (not discussed here) (Microsoft UltraCam, 2012). 
 
Significance of UltraCam Eagle data to Census Bureau change detection: Imagery collected 
using UltraCam is of very high quality and spatial resolution.  The planimetrically accurate 
building and road information and 3-dimensional virtual city information extracted and available 
in Bing Maps for the United States may be of great significance for identifying the location of 
new residential structures and roads.  The Bureau should look into how to leverage the UltraCam 
digital frame camera photography and/or the processed 3-dimensional building and road network 
information that is constantly updated and served in Bing Maps.  
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Figure 4-18.  Characteristics of the Microsoft, Inc. UltraCam digital frame camera. a) UltraCam 
mounted in an aircraft. b) Lenses associated with panchromatic, color, and color-infrared data 
collection.  c and d) Examples of natural color and color-infrared UltraCam aerial photography 
(images courtesy of Microsoft Photogrammetry Division, www.iflyultracam.com). 
 

4.2.2 Aerial Photography (Oblique) 

4.2.2.1 Pictometry International, Inc. Oblique and Vertical Aerial Photography 

Sometimes people feel more comfortable looking at and analyzing oblique aerial photography 
rather than vertical aerial photography (Figure 4-19). Several commercial vendors now collect 
vertical as well as oblique aerial photography. For example, Pictometry International, Inc., uses a 
five-camera arrangement whereby every time a vertical aerial photograph is collected, four 
additional oblique photographs are obtained in the North, East, South, and West directions 
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(Pictometry, 2012). Because the flight lines overlap by 20 to 30%, this allows each feature in the 
landscape such as a building to be recorded and viewed from many different vantage points. The 
image analyst can simply select the view that is most pleasing and provides the most useful 
thematic information. Pictometry aerial photography of a portion of Columbia, SC, is shown in 
Figure 4-19. Innovations in digital image processing make it possible to register the oblique 
aerial photography in a GIS where horizontal and vertical measurements of structures and the 
terrain can be made while viewing the oblique photography.  

 
Figure 4-19. Natural color vertical and oblique aerial photography of the Strom Thurmond 
Wellness Center in Columbia, SC, obtained at four cardinal directions (North, East, South, West) 
and at Nadir (i.e., vertical). The nominal spatial resolution was 6 x 6 in. (photography courtesy of 
Pictometry International, Inc.) (courtesy Jensen and Jensen, 2013). 
 
Significance of combined oblique/nadir aerial photography to Census Bureau change detection: 
Large-scale vertical and oblique aerial photography obtained during the same photogrammetric 
mission have revolutionized the photogrammetric mapping industry.  Many local governments 
are now opting for this type of data collection because it provides them with a) high resolution 
orthophotography derived from the vertical aerial photography,  plus b) detailed views of the 
terrain from at least four other vantage points.  Vendors such as Pictometry International, Inc. 
provide the users with a special user interface that allows them to view both vertical and oblique 
photography of any place in the dataset.  This is very important when trees or tall buildings 
obscure the view of selected features such as residential buildings, roads, and driveways. 
Unfortunately, such aerial photography is usually expensive per km2. The Census should 
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consider using this vertical/oblique aerial photography whenever it is made available by local 
agencies. 

4.2.3 Airborne Hyperspectral (Imaging Spectroscopy) Remote Sensing  

Hyperspectral (the proper term is imaging spectroscopy) remote sensing systems mounted on 
aircraft can provide very high spatial and spectral resolution remotely sensed data. Imaging 
spectroscopy is the acquisition of images where for each spatial resolution element in the image 
a spectrum of the energy arriving at the sensor is measured. These spectra are used to derive 
information based on the signature of the interaction of matter and energy expressed in the 
spectrum. This spectroscopic approach has been used in the laboratory and in astronomy for 
more than 100 years (NASA AVIRIS, 2012). 

 
4.2.3.1 NASA Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) 

The NASA Jet Propulsion Laboratory (JPL) AVIRIS collects 224 bands of hyperspectral data 
(NASA AVIRIS, 2012). AVIRIS uses a scanning mirror to sweep back and forth in 
“whiskbroom” fashion (Figure 4-1e). Each scan obtains spectral information associated with 677 
pixels. The spectral characteristics are measured in 224 silicon (Si) and indium-antimonide 
(InSb) detectors in the 400 to 2500 nm region of the electromagnetic spectrum. Each band is 10 
nm wide.  The pixel size and swath width of the AVIRIS data depend on the altitude from which 
the data is collected.  The sensor is typically flown onboard the NASA ER-2 aircraft at 20 km 
above ground level (AGL) and has a 30° total field of view and an instantaneous field of view 
(IFOV) of 1.0 mrad, which yields 20 × 20 m pixels. The AVIRIS is also often flown on a Twin 
Otter aircraft at 4 km AGL yielding 4 × 4 m pixels and a swath width of 2 km.  

Every year 40 – 50 AVIRIS research missions are flown. Research with AVIRIS data is 
predominantly focused on understanding processes related to the global environment and climate 
change. A map of all AVIRIS mission footprints since 2006 can be found at 
http://aviris.jpl.nasa.gov/alt_locator/. For example, all the AVIRIS images obtained in the 
vicinity of San Francisco, CA, from 2006 – 2011 are shown in Figure 4-20a. Part of an AVIRIS 
image obtained on August 26, 2009 centered on Moffett Field is shown in Figure 4-20b.  

 

Significance of AVIRIS hyperspectral imagery for Census Bureau change detection: After 
rectification and analysis by a well-trained analyst, AVIRIS imagery can be of value for 
obtaining detailed building and road network information for select, high-priority areas.  
Unfortunately, NASA’s AVIRIS is primarily a research instrument and not capable of providing 
imagery for the Census Bureau on an operational basis.  Other commercial hyperspectral remote 
sensing firms such as Australia’s HyVista, Inc., HyMap and Canada’s Itres, Ltd. can acquire 
imagery on demand but at a substantial cost per km2.   
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Figure 4-20. a) The flight line footprints of all the AVIRIS images acquired in the vicinity of San 
Francisco, CA, from 2006 – 2011.  b) A natural color composite of just three of the 224 bands of 
a flight line centered on Moffett Field Naval Air Station on August 26, 2009 (interface and 
images courtesy of NASA Jet Propulsion Laboratory).  
 

4.2.3.2 HyVista, Inc., HyMap 

HyVista Inc. of Australia operates a HyMap whiskbroom hyperspectral scanner (Figure 4-21) 
manufactured by Integrated Spectronics Pth Ltd. (HyVista HyMAP, 2012). The HyMap sensor 
records 128 bands in the reflective region from 450 – 2480 nm with contiguous spectral coverage 
(except in the atmospheric water vapor bands near 1400 and 1900 nm) with average spectral 
sampling intervals between 13 – 17 nm (Table 4-6). Typical ground spatial resolution is between 
2 and 10 m depending upon flight altitude AGL (Cocks et al., 1998; Im et al., 2012). 
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Figure 4-21. HyMap hyperspectral remote sensing using whiskboom technology in the region 
from 480 – 2500 nm (HyMap instrument courtesy of HyVista, Inc.).  

Significance of HyVista HyMap hyperspectral imagery to Census Bureau change detection: High 
spatial resolution hyperspectral data obtained in the VNIR, SWIR, and MIR parts of the 
spectrum are useful for identifying residential housing and road network information.  HyMap 
data are relatively expensive to acquire per km2. Therefore, such data should only be used for 
very important, high-priority areas. 

4.2.3.3 ITRES Research, Ltd., CASI 1500, SASI 600, MASI 600, TASI 600 

The Canadian firm ITRES Research, Ltd., acquires hyperspectral imagery using four airborne 
remote sensing systems that collect data in four distinct regions of the electromagnetic spectrum 
using linear and area array technology.  Energy detected from within each IFOV (e.g., pixel) 
along the linear array is dispersed using a prism onto an area array of detectors (Figure 4-22). 
The result is hyperspectral imagery with less geometric distortion (because there is no scanning 
mirror) and high radiometric fidelity because each detector along the linear array can dwell 
longer at each particular IFOV (e.g., pixel) on the Earth’s surface.  

The Compact Airborne Spectrographic Imagery - CASI 1500 - collects hyperspectral imagery in 
the visible-near-infrared (VNIR) part of the spectrum from 380 – 1050 nm in up to 288 
programmable channels (ITRES CASI 1500, 2012). The CASI 1500 collects data in 1500 across-
track pixels with a field of view of 40 degrees (Table 4-6). It is one of the best VNIR 
hyperspectral sensors in the world. The Shortwave Infrared Airborne Spectrographic Imagery - 
SASI 600 - collects SWIR imagery in 100 spectral channels from 950 – 2450 nm using 600 
across-track pixels. It has a 40 degree field of view (Table 4-6) (ITRES SASI 600, 2012). The 
Midwave IR Airborne Spectrographic Imagery - MASI 600 - collects middle infrared imagery in 
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664 channels in the region from 3.0 – 5.0 um using 640 across-track pixels (Table 4-6) (ITRES 
MASI 600, 2012). The Thermal Infrared Airborne Spectrographic Imager – TASI 600 – collects 
thermal infrared imagery in 32 channels from 8.0 – 11.5 mm in 600 across-track pixels.  It has a 
40 degree field of view (Table 4-6) (ITRES TASI 600, 2012). MASI 600 and TASI 600 are the 
best middle- and thermal-infrared hyperspectral remote sensing systems available. 
 
Significance of ITRES Research, Ltd., CASI, SASI, MASI, and TASI data collection for the 
Census Bureau: High spatial resolution hyperspectral data obtained by these sensors in the 
VNIR, SWIR, MIR, and TIR parts of the spectrum are very useful for identifying residential 
housing and road network information.  With only 600 – 1500 across-track pixels, the swath 
width of these sensors is relatively small.  ITRES Research, Ltd., data are expensive to acquire 
per km2. Therefore, such data should only be used for very important, high-priority areas.   
 
 

 
 

Figure 4-22. Characteristics of the ITRES Research, Ltd., Compact Airborne Spectrographic 
Imagery – CASI 1500 – VNIR hyperspectral remote sensing system that makes use of both 
linear and area array detector technology. It collects data in up to 228 channels in 1500 across-
track pixels (adapted from Jensen and Jensen, 2013; ITRES CASI, 2012). 
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4.2.4 Airborne Light Detection and Ranging (LiDAR) Remote Sensing 

LiDAR has revolutionized our ability to obtain accurate digital surface models (DSMs) that 
contain detailed x, y, and z location information about buildings, vegetation (trees, shrubs, grass), 
telephone poles, roads, etc. In addition, vegetation removal algorithms have been developed that 
produce detailed bare-Earth digital terrain models (DTMs). According to the National Research 
Council, LiDAR is now the sensor of choice for the creation of high resolution DTMs, especially 
for FEMA-related floodplain mapping (Maidment et al., 2007). Harding (2009) suggests that the 
earliest satellite LiDAR remote sensing system would be the LiDAR Surface Topography (List) 
mission tentatively scheduled for 2020 (Harding, 2009). 

LiDAR sensors have a controller and a laser transmitter/ receiver. As the aircraft moves forward 
along the line-of-flight, a scanning mirror directs pulses of laser light across-track perpendicular 
to the line-of-flight (Figure 4-23a). LiDAR systems for terrestrial mapping use eye-safe, near-
infrared laser light (1040 to 1060 nm). Blue-green lasers centered at approximately 532 nm are 
used for bathymetric mapping due to their water penetration capability. LiDAR data can be 
collected at night if desired because it is an active system that is not dependent on sunlight.  
Some LiDAR systems can emit pulses at rates >500,000 pulses per second (Leica ALS-70, 
2012). This is the equivalent of sending 500,000 surveyors into the field every second to obtain 
an accurate x, y, and z measurement.  
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Figure 4-23. a) A LiDAR remote sensing instrument transmits pulses of laser light toward the 
ground using a scanning mirror. Some of this energy is scattered back toward the aircraft and 
recorded by the receiver electronics. Onboard GPS and an Inertial Measurement Unit (IMU) 
document the exact location of the aircraft and the roll, pitch, and yaw at the instant the laser 
pulse is sent and received. b) Multiple returns may be generated from a single pulse of laser 
light. In this example, the first and last return from pulse A represent the bare-Earth. There are 
three returns from pulse B; two from tree branches and one from the bare-Earth. The intensity of 
each return is a function of the amount of energy backscattered toward the LiDAR. c) An 
example of individual LiDAR masspoints obtained from multiple flight lines over the Savannah 
River Site (adapted from Jensen and Jensen, 2013). 
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A pulse of laser light travels at c, the speed of light (3 x 108 m s-1). LiDAR technology is based 
on the accurate measurement of the laser pulse travel time from the transmitter to the terrain and 
back to the receiver. The range measurement process results in the collection of elevation data 
points (called masspoints) arranged systematically in time across the flight line (Figure 4-23a). 
The laser footprint is approximately circular on the ground and varies with the scan angle and the 
topography encountered. LiDAR data are collected along with a) aircraft location information 
obtained from the onboard GPS unit, and b) aircraft roll, pitch, and yaw information obtained 
from the Inertial Measurement Unit (IMU) at the exact instant that each laser pulse is sent and 
received.  

Each laser pulse illuminates a near-circular area on the ground called the instantaneous laser 
footprint, e.g., 30 cm in diameter (Figure 4-23a). A single pulse can generate one return or 
multiple returns. Figure 4-23b depicts how multiple returns might be produced from a single 
pulse. The energy within laser pulse A interacts with the ground. One might assume that this 
would generate a single return. However, if there are any materials whatsoever with local relief 
within the instantaneous laser footprint (e.g., grass, small rocks, twigs), then there may be 
multiple returns. The first-return will come from these materials that have local relief (even on 
the order of 3 to 5 cm) and the second-return and perhaps last-return will come from the bare-
Earth. Although not identical, the range (distance) associated with the first- and last-returns 
would be very similar (Jensen, 2007).  

Conversely, laser pulse B encounters two parts of a tree at different elevations and then the bare-
Earth. In the example, part of pulse B encounters a branch at 3 m AGL, causing some of the 
incident laser pulse to be back-scattered toward the LiDAR receiver. This is recorded as the first-
return (Figure 4-23b). The remainder of the pulse continues until at 2 m AGL it hits another 
branch that scatters some energy back toward the LiDAR receiver. This is recorded by the 
LiDAR receiver as the second-return. In this example, approximately one-half of the pulse 
finally reaches the ground, and some of it is back-scattered toward the LiDAR receiver. This is 
the last-return. If we wanted information about the height of the tree and its structural 
characteristics then we would be interested in the first- and second-returns associated with pulse 
B. If we are only interested in creating a bare-Earth digital terrain model then we would be very 
interested in the last-returns associated with pulses A and B. 

Thus, each laser pulse transmitted from an aircraft can yield multiple returns. This is referred to 
as multiple-return LiDAR data. Post-processing the original data results in several LiDAR data 
files commonly referred to as (Jensen, 2007): 

•  first-return,  

•  intermediate-returns,  

•  last-return, and 

•  intensity. 

Each of the individual masspoints in each of these files consists of the following information: 
time of day, x-coordinate, y-coordinate, z-coordinate, and intensity.  

The masspoints associated with each return file (e.g., 1st return) are distributed throughout the 
landscape at various densities depending upon the scan angle, the number of pulses per second 
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transmitted (e.g., 200,000 pps), aircraft speed, and the materials that the laser pulses encounter 
(Young, 2011). Areas on the ground that do not yield any LiDAR-return data are called data 
voids. The USGS put forth the LiDAR Guidelines and Base Specification v13 to control the 
quality of LiDAR data acquisition (USGS LiDAR Guidelines, 2010). It specifies that the 
multiple discrete return data are to contain at least three (3) returns per pulse and that full 
waveform collection is both acceptable and welcome; however, waveform data is regarded as 
supplemental information. The requirement for deriving and delivering multiple discrete returns 
remains in force in all cases. 

Each masspoint has a unique x,y and z location. The individual masspoints are usually processed 
using inverse-distance-weighting (IDW) interpolation to create a raster (grid) of elevation values 
or the masspoints may be processed to create a triangular-irregular-network (TIN). The 
interpolation process creates a digital surface model (DSM) which contains the elevation 
characteristics of all the trees, shrubs, and man-made structures (Figure 4-24a). The brighter the 
pixel in the DSM, the greater the elevation. For example, the buildings in the first return LiDAR 
data are higher than the surrounding ground, therefore the buildings are brighter than the ground. 
Intensity information is shown in Figure 4-24b. The LiDAR-derived inverse-distance-weighted 
DSM can be made even easier to interpret by applying a shaded-relief algorithm that highlights 
the terrain as if it were illuminated by the Sun from a specific direction (e.g., from the 
northwest). An example is presented in Figure 4-24c. Digital surface models (DSM) are of 
significant value for many applications such as the extraction of vegetation height and biomass 
and building height information. However, if the goal is to create a digital terrain model (DTM), 
the presence of vegetation (and other surface features) can be a nuisance. In areas covered by 
dense vegetation, the majority of the LiDAR returns will be from the canopy, with only a few 
pulses reaching the ground.  

A bare-earth DTM is created by systematically removing masspoints in the first-, intermediate-, 
and/or last-return LiDAR data that come from trees, shrubs, and even grass that extend above the 
bare ground. This is done using a filtering algorithm that passes through the LiDAR dataset 
examining each masspoint and the elevation characteristics associated with its n nearest-
neighbors. The filter then identifies those points that are a) bare ground, b) scrub-shrub, c) trees, 
and/or d) man-made structures. Only the bare ground masspoints are used to create the bare-
Earth DTM. A bare-Earth DTM is shown in Figures 4-24d. The elevation information for just the 
buildings (and roads) can be kept in a separate file and used to identify building centroids and the 
road network.  

4.2.4.1 Leica Geosystems, AG, Airborne LiDAR System (ALS-70) 
 
LiDAR systems such as the Leica, Inc. Airborne Laser System (ALS-70) can emit pulses at rates 
>500,000 pulses per second (Figure 4-25a) (Leica ALS-70, 2012). Programs such as Overwatch, 
Inc. LiDAR Analyst are used to automatically extract 3-dimensional building footprints from 
LiDAR data (Overwatch LiDAR Analyst, 2012). LiDAR-derived building and intensity data of 
an area in Lucerne, Switzerland, obtained using a Leica ALS-70 sensor is shown in Figure 4-25b 
(Leica ALS-70, 2012). 
 
 



 

93 
 

LiDAR remote sensing technology is improving rapidly. For example, the number of laser pulses 
transmitted every second by LiDAR systems increases dramatically every year resulting in 
greater LiDAR masspoint density from the same flight altitude.  

 
Figure 4-24. a) Inverse-distance-weighting (IDW) applied to first-return LiDAR masspoints to 
create a digital surface model (DSM). b) LiDAR intensity information. c) Shaded-relief applied 
to the DSM in (a). Note the detailed elevation information about each building and the road 
network. d) Digital terrain model after the buildings and trees have been removed  (Source: 
Jensen).  
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Figure 4-25. a) The Leica Airborne Laser Scanner (ALS-70). b) LiDAR information of Lucerne, 
Switzerland, obtained in 2009 using the ALS-70 (images courtesy of Leica Geosystems, AG; 
Leica ALS-70, 2012).  
 
 
Significance of the Leica, Inc. Airborne LiDAR System (ALS-70) and other similar LiDAR 
providers to Census Bureau change detection:  Leica, Inc. and numerous other photogrammetric 
engineering firms collect LiDAR data (e.g., OpTech, Inc., Rigel, Inc.).  Many counties and other 
municipalities routinely collect LiDAR data and use it to improve their digital terrain models and 
extract building footprints.  Building information extracted from local LiDAR data could be of 
significant value to the Census Bureau.  The LiDAR data are usually collected using surveyed 
ground control and the LiDAR data masspoints are usually subjected to stringent accuracy 
assessment.   
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4.2.4.2 Proposed LiDAR for the Nation or Elevation for the Nation 
 
The National Research Council report titled Elevation Data for Floodplain Mapping proposed an 
Elevation for the National dataset (Maidment et al., 2007).  Based on this and other studies, the 
USGS Land Remote Sensing Program is spearheading a National LiDAR Program whereby 
LiDAR data will be collected systematically for all of the U.S. every n years (Snyder, 2009). All 
of the data collected in the national database point cloud would be provided through the USGS 
Center for LiDAR Information Coordination and Knowledge (USGS CLICK, 2012).  Users at 
the First National LiDAR Initiative Meeting in 2007 specified their LiDAR point density 
requirements summarized in Table 4-7 (Stoker et al., 2007). Based on this information, it is 
likely that the national LiDAR data would be collected at 1.4 m average point spacing, vertical 
bare earth accuracy of 18.5 cm @ 95% confidence, 15 cm RMS @ 90% confidence, and 
horizontal 1m RMS @ 95% confidence (Ellingson, 2007). These specifications are ideal for 
Census Bureau purposes. 
 
Significance of LiDAR data collection for Census Bureau change detection: LiDAR data 
collected at <2 m posting density can be used to extract buildings, roads, and hydrologic features. 
Such data are becoming increasingly available at the local and regional level and represent a 
significant source of new information for the Bureau.  Ideally, the building footprints and road 
networks have already been extracted at the local level and can be provided to the Census.  
Hopefully, a legislated Elevation for the Nation (or LiDAR for the Nation) data collection 
program will be in place.  If this occurs, the Census could take advantage of new LiDAR-derived 
urban infrastructure information available every 5-10 years for the United States.  

4.2.5 Airborne Synthetic Aperture Radar (SAR) Remote Sensing  

Suborbital Synthetic Aperture Radar (SAR) mounted on aircraft of unmanned aerial vehicles 
(UAVs), can be flown day and night, in inclement weather to obtain very high spatial resolution 
RADAR imagery.  Multiple date RADAR images may be analyzed and used for change 
detection. In addition, it is also possible to detect change using RADAR interferometry. RADAR 
interferometry is the process whereby radar images of the same location on the ground are 
recorded by: a) two radar antennas on the same platform, or b) a single antenna on an aircraft or 
spacecraft on two different occasions. Analysis of the resulting two interferograms allows 
precise measurements of the range to any specific x,y,z point found in each image of the 
interferometric pair and can be used to identify change. 
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Table 4-7.  Average point spacing desired by participants at the First National LiDAR Initiative 
Meeting (Stoker et al., 2007). 
 

 Average LiDAR Point Spacing Desired (in meters) 

Agency Buildings Vegetation Topography Engineering Hydrologic 

USGS 1 1 3   

FEMA 1 - 3  1 - 3  1 - 3 

USDA Forest Service <1  

NRCS 3 

NOAA <1 1.5 2   

NDEP 1.4 

Army Corps of Engineers   1  4 

Alaska    <2 2 - 3 

NASA Designing sensor(s) for 3 m resolution 

State/Region Resolution of LiDAR-derived Digital Elevation Models (DEMS) 

Iowa 1 – 2 meters 

Louisiana 2 – 3 meters 

Ohio 2 meters 

North Carolina 5 meters 

Puget Sound 1 – 2 meters 
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There are a relatively small number of firms that provide suborbital RADAR imagery on 
demand. Below is a selective list of vendors.   
 

4.2.5.1 Intermap, Inc., NEXTMap Interferometric Synthetic Aperture Radar 
(IFSAR) 

  
Intermap, Inc. has a product called NEXTMap which is based on the use of interferometric 
synthetic aperture radar (SAR).  Intermap collects the SAR imagery and then processes it to 
create two major types of products: 1) NEXTMap orthorectified radar image (ORI), and 2) 
NEXTMap digital elevation models (Intermap NEXTMap, 2012).  The orthorectified radar 
image (ORI) at 0.625 to 2.5 m spatial resolution is produced using their proprietary 
interferometric synthetic aperture radar (IFSAR) (only a few radar specifications are provided). 
The orthorectified radar image is a grayscale radar image of the earth’s surface that has been 
corrected to remove geometric distortions caused by terrain (Figure4-26a).  Intermap’s 
NEXTMap digital elevation models (DEMs) have a raster resolution of 5 x 5 m and include:  
 

 Digital surface model (DSM) – a first-reflective-surface model that contains 
elevations of natural terrain features in addition to vegetation and cultural features 
such as buildings. The key benefit of the surface model is that it provides heights of 
features above the ground (Figure 4-26b). 

 
 Digital terrain model (DTM) – a bare-earth elevation model that contains heights of 

natural terrain features, such as barren ridge tops and river valleys. Elevations of 
vegetation and cultural features, such as buildings and roads, are digitally removed. 
The key benefit of the terrain model is that is provides a surface for contour 
generation for applications such as base, geologic, and topographic mapping (Figure 
4-26c) (Intermap NEXTMap, 2012).  

 
Intermap also offers LiDAR / optical services to integrate data for geospatial projects requiring 
higher-resolution data for scales >1:10,000.  
 
Significance of Intermap, Inc. NEXTMap projects to the Census Bureau: The Intermap, Inc. 
NEXTMap orthorectified radar image (ORI) product could be of significant value for identifying 
buildings and the road network for areas that are continually shrouded in fog or poor weather.  
Multiple dates of ORIs could be analyzed to detect change.  Similarly, multiple date DSMs could 
be differenced to identify new buildings and roads if physical earth movement or building 
construction has taken place.  The data would most likely be fairly expensive but could be a good 
source of geospatial building and road network information for places that experience continuous 
inclement weather. 
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Figure 4-26.  a) Intermap, Inc. NEXTMap orthorectified interferometric SAR data at 1.25 x 1.25 
m spatial resolution. b) DSM with the elevation of all trees, buildings, and roads present in the 
dataset. c) Bare earth DTM with all of the trees, structures, and road network removed [images 
courtesy of Intermap NEXTMAP (2012)]. 
 
 

4.2.5.2 Sandia National Laboratories SAR and IFSAR 
 
Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin 
Company for the U. S. Department of Energy’s National Nuclear Security Administration 
(Doerry et al., 2005; Sandia Radar, 2012).  Sandia has a long history of developing high 
resolution RADAR systems flown on suborbital aircraft for military and civilian companies. In 
particular it has developed Ka-band (35 GHz), Ku-band (15 GHz), X-band (10 GHz), 
interferometric SAR, Lynx® SAR imagery, and MiniSAR that deliver radar at spatial resolutions 
ranging from 4 in. to 10 ft. at 2 to 15 km swath width (Sandia Radar, 2012). For example, 
Figures 4-27a-c depict Ku-band radar imagery of Washington, DC, and Figure 4-27d presents a 
digital surface model derived from the Sandia interferometric SAR. The Ka-band 4 in. spatial 
resolution SAR image of Kirtland Air Force Base, NM in Figure 4-27e, captures reveals two C-
130 aircraft and hangars. It demonstrates the unique SAR information captured for physical 
features such as buildings and how it requires substantial training to extract useful information 
from the SAR imagery. The Lynx® Multi-mode Radar sensor developed for the General 
Atomics Aeronautical Systems, Inc. (2012) is deployed on manned and unmanned aircraft 
systems (UAS) throughout the world. Lynx is utilized by the U.S. Army, U.S. Air Force, U.S. 
Department of Homeland Security, the Royal Air Force and others using a variety of manned 
aircraft and UAS including the Predator.  
 
Significance of Sandia SAR to the Census Bureau: Airborne SAR imagery collected by 
companies such as Sandia, Inc. provide day and night, all-weather imaging capability through 
smoke, dust, clouds, and heavy rain.  While this is especially useful for agencies that require up-
to-the-minute information for military reconnaissance and during disasters, it is not a capability 
absolutely required by the Census Bureau.  The Census Bureau only requires an image of an area 
every two to five years.  Therefore, it is likely that high-quality imagery of an area can be 
obtained using optical panchromatic or multispectral remote sensing systems.  In addition, radar 
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imagery of urban road networks and buildings is strongly influenced by the SAR look direction 
in relation to the road and building orientation.  Therefore, substantial training is required to 
correctly classify (identify) urban features in radar imagery.  Consequently, sub-orbital SAR data 
collection by private firms is feasible, but generally not advisable as a routine data source for 
Census Bureau change detection applications at this time. 
 

 
 
Figure 4-27. a-c) Sandia Ku-band images of Washington, DC. d) Digital surface model of 
Washington, DC, derived from Sandia interferometric SAR. e) An example of high spatial 
resolution Ka-band imagery of two C-130 aircraft at Kirtland AFB (images courtesy of Sandia 
Laboratories, Sandia Radar, 2012; http://www.sandia.gov/radar/index.html). 
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4.2.6 Unmanned Aerial Vehicle (UAV) Aerial Photography/Videography 

 
4.2.6.1 Honeywell, Inc., T-Hawk 

 
A significant amount of remote sensor data of value for identifying new residential structures and 
road network infrastructure for Census Bureau applications could eventually come from special 
purpose unmanned aerial vehicles (UAVs; sometimes called unmanned aerial systems - UAS). 
The ability to obtain UAV remote sensing information in the United States is still in its infancy. 
However, the Federal Aviation Administration's (FAA) is in the process of selecting test cities to 
develop the policy of integrating UAVs into the National Airspace System (Directions, 2012). 
On April 19, 2012, the Electronic Frontier Foundation published an article about the recently 
released lists of both government and private organizations authorized to fly "drones" or 
unmanned aerial vehicles (UAVs) in the United States  (Lynch, 2012b). According to the report 
these lists—which include the Certificates of Authorizations (COAs), issued to public entities 
like police departments, and the Special Airworthy Certificates (SACs), issued to private drone 
manufacturers—summarize for the first time who is authorized to fly drones in the United States 
(Directions, 2012). For example, the Miami-Dade Police Department has a COA to fly the 
Honeywell T-Hawk Micro Air Vehicle that is able to fly up to 10,000 feet, can record video or 
still images in daylight or infrared  (Figure 4-28a) (Lynch, 2012a).  A map of the spatial 
distribution of those allowed to fly drones in the United States is shown in Figure 4-28b (Lynch, 
2012b).   
 

 

Figure 4-28. a) An example of a small UAV – the Honeywell, Inc., T-Hawk (image courtesy of 
Honeywell, Inc.; www.thawkmav.com/system_features.php). b) Map of domestic drone 
authorizations by the FAA in April, 2012, excluding Alaska. Symbolization red = active; yellow 
= disapproved; blue = expired. Information about the authorizations is available from a list 
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provided by the FAA (map courtesy of Lynch, 2012b; and the Electronic Frontier Foundation, 
www.eff.org/).  

Significance of UAV (Drones) to Census Bureau change detection: There are about 300 COAs 
and the FAA has issued over 700 since their program began in 2006, as the report indicates. 
Some legislators have expressed concerns related to privacy. The FAA is currently in the process 
of selecting six test cities that will be used to help set the policy of integrating Unmanned Aerial 
Systems (UAS) into the National Airspace System (Directions, 2012). Ideally, the Census 
Bureau would be involved in the selection of the cities and in the investigation of remote sensor 
data obtained from such UAVs to map new residential structures and road infrastructure.  It is 
conceivable that in the future the Census Bureau or its subcontractors could operate UAVs in 
high priority areas to obtain up-to-date geospatial information.  

4.3 Preprocessing the Multiple-date Remote Sensor Data 
 
Once the remote sensor imagery is collected they are preprocessed prior to analysis. The data 
may be radiometrically corrected to remove the deleterious effects of atmospheric haze, smog, or 
light cloud cover for use in certain types of change detection algorithms. The remote sensor data 
must always be geometrically rectified to a standard map projection and datum.  

 
4.3.1 Radiometric Correction (if necessary) 

 
Multiple date remote sensor data used for change detection may be used in its original state, 
normalized, or atmospherically corrected using a) relative radiometric normalization, or b) 
absolute atmospheric correction. The decision about which type of radiometric correction to use 
is based on the change detection algorithm to be used (Jensen et al., 1995; Christensen et al., 
1988; Dai and Khorram, 1998; Jensen, 2005).  For many of the algorithms that use one or more 
bands from the Date 1 image and the same bands from the Date 2 image, image-to-image 
normalization may be sufficient based on histogram adjustment or matching techniques.  Many 
software vendors include image-to-image normalization as part of their change detection 
procedures or wizard [e.g., ERDAS Imagine DeltaQue (2009)]. When more sophisticated image-
to-image normalization is required, the ENVI Empirical Line Calibration (ELC) program may be 
used. This program requires the user to locate pseudo-invariant (meaning that they do not 
change) radiometric ground control points in both of the images such as deep water bodies, bare 
soil areas, or vacant parking lots.  The program then develops a least-squares relationship 
between the brightness values obtained in these radiometric control points and transforms the 
spectral characteristics of one image to be similar to that of the other. Of course, this takes 
considerable time and expertise. The correction is usually performed on a band by band basis and 
the atmospherically-corrected data are usually still in the original digital number value system 
(e.g., values from 0 to 255).   
 
A more robust method is to convert the brightness values (i.e., digital number values) of each 
date of imagery into scaled percent reflectance using an atmospheric correction algorithm that is 
based on physical atmospheric radiative transfer modeling  and removes atmospheric attenuation 
on a pixel by pixel basis.. Programs like Atmospheric CORrection Now (ACORN) and ENVI’s 
Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH) are recommended 
atmospheric correction program if this is necessary (Warner et al., 2009).  However, this is a 
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time-consuming process and results are often unpredictable depending upon the quality of the in 
situ data available and the imagery. Some studies have shown that in the context of change 
detection, the results achieved by simply normalizing one image to another are as good, and in 
some cases better, than attempts at radiometrically correcting both images to reflectance and then 
performing change detection (ERDAS DeltaQue, 2009). 
 
It is important to point out that change detection studies based on the use of a classification map 
derived from the Date 1 imagery and a classification map derived from the Date 2 imagery do 
not have to be radiometrically corrected as only the two classification maps are used in the 
change detection procedure (e.g., in post-classification comparison change detection) (Warner et 
al., 2009). The use of such change detection algorithms completely eliminates the need for 
relative normalization or absolute radiometric correction. 
 

4.3.2 Geometric Correction 
 
The two dates of imagery used in image-to-image change detection must be geometrically 
congruent with one another or significant error in the derived change map will result simply due 
to misalignment between the two images.  Therefore, the general rule of thumb is for the 
multiple date imagery to be geometrically rectified to be within +0.5 pixel RMSE, if possible 
(Dai and Khorram, 1998; Roy, 2000; Bruzzone and Cossu, 2003; Leprince et al., 2007). All of 
the major digital image processing programs such as ERDAS Imagine, ITT ENVI, Esri ArcGIS, 
Visual Learning Systems Feature Analyst, etc., provide interactive user-friendly geometric 
rectification programs for this purpose.  The analyst uses the x,y-coordinate information from 
selected control points (such as road intersections) that are derived from in situ GPS 
measurement or other sources of accurate geospatial information (e.g., orthophotos or large-scale 
maps), and then locates these same features in the image row and column coordinate space.  The 
real world  x,y-coordinates and the image row and column coordinates area then modeled to 
identify coefficients that can be used to warp the imagery to conform to the control points.  The 
image data are resampled and projected into a standard map projection (e.g., Universal 
Transverse Mercator). The result is a geometrically rectified image. This is typically performed 
on individual images. These procedures do not take into account any relief displacement in the 
imagery which can be substantial if the terrain has considerable local relief.  The image 
rectification described results in reasonably good geometric accuracy if the terrain is relatively 
flat. 
 
The most accurate geometric rectification utilizes imagery that has been corrected for relief 
displacement using photogrammetric techniques that make use of stereoscopic imagery and 
image-derived digital terrain models (DTM) or LiDAR-derived DTM. This results in the creation 
of orthophotography (orthophotos) which have the reflectance characteristics of the image and 
the geometric qualities of a large-scale map. Orthophotos can be digitally stitched together to 
form mosaics. Ideally, the Census Bureau has access to high quality orthophotography for each 
date of imagery. For example, USDA Natural Aerial Photography Program (NAIP) imagery is 
typically transformed by photogrammetric engineering firms into orthoimagery. Hopefully, the 
Census has access to imagery that is already in orthophotos format. Otherwise, considerable 
resources will have to be devoted to performing geometric rectification on a tremendous amount 
of imagery for each new change detection iteration.  
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5.0 Selection of an Appropriate Change Detection Algorithm 
 

The selection of an appropriate change detection algorithm is one of the most important 
considerations in the change detection process.  Digital change detection algorithms can provide 
binary urban land cover "change/no-change" information or more detailed "from-to" change 
information which identifies changes in land cover from forest, agriculture, etc., into urban land 
cover such as residential housing, apartment complexes or new roads (e.g., Dobson et al., 1995; 
Im et al., 2009; Jensen, 2005; Jensen et al., 2009; Tsai et al., 2011). This section describes many 
of the most important change detection algorithms.  Characteristics of the individual change 
detection algorithms are provided along with examples where appropriate. Recommendations are 
made about the most appropriate algorithm(s) for the Census Bureau to use based on their 
requirements. 

 
5.1 Binary Urban “Change/No-change” Change Detection Algorithms  

5.1.1 Visual On-screen Change Detection 

Visual on-screen change detection typically does not provide any quantitative change detection 
information.  Rather, change information is displayed on the computer screen in various colors 
for visual interpretation and understanding. There are 1) analog visual change detection methods 
of identifying binary urban change in two or more successive dates of remote sensor data, and 2) 
quantitative algorithms based on image algebra and principal components analysis (PCA) that 
can be used to detect binary change.   

5.1.1.1 Analog Visualization Change Detection 

Analog visualization involves the use of the three banks of graphics memory (RGB = red, green, 
and blue) located on the digital image processing system’s computer graphics card. Basically, 
individual bands (or derivative products such as the Normalized Difference Vegetation Index - 
NDVI) from multiple dates of imagery are systematically inserted into each of the three memory 
banks (red, green, and/or blue) (Figure 5-1) to highlight changes in the imagery. It is possible to 
view up to three bands from three dates of registered imagery at one time on the screen to 
highlight changes. For example, consider the 2004 (Date 1) and 2007 (Date 2) digital aerial 
photography of an area in Richland County, SC, shown in Figure 5-2.  The 2004 color-infrared 
color composite 1 x 1 ft. spatial resolution image exhibits almost complete canopy closure with 
little urban infrastructure present, except for a road and a few individual buildings (Figure 5-2a). 
The 2007 color-infrared image records a new single-family residential subdivision (Figure 5-2b).  
The 2004 and 2007 individual near-infrared bands are shown in Figure 5-2c and d.  A screen 
capture of the analog visualization of the change between the two dates is shown in Figure5-2e. 
It was created by placing the 2004 near-infrared band in the red image processing video memory 
bank and the 2007 near-infrared band in both the green and blue image processing video memory 
banks. The result is a striking display of the change that has taken place in this region.  
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Figure 5-1. The logic of analog visualization on a computer screen using two or three dates of 
registered remote sensor data placed in the RGB memory banks. Analysts can use a) individual 
original bands, and/or b) multiple-date transformations of the original data such as the 
Normalized Difference Vegetation Index (NDVI) (Source: Jensen; imagery courtesy of Richland 
County, SC GIS Department). 

Analog visualization may be used to visually examine virtually any type of registered, multiple-
date information. For example, analysts have placed NDVI, leaf-area-index (LAI), “man-made” 
indexes, wetness or other image-derived derivative products into the RGB memory banks from  
separate dates to highlight various types of change (Figure 5-1b).   

Significance of Analog Visualization Change Detection to Census Bureau change detection:  
Advantages include the possibility of looking at two and even three dates of remotely sensed 
imagery (or derivative products such as NDVI) at one time to visualize change. Also, it is 
generally not necessary to atmospherically correct the remote sensor data used in analog 
visualization.  However, it is a good idea to perform histogram matching of the individual bands 
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used prior to inserting the imagery into the various memory banks.  Unfortunately, the technique 
does not provide information on the “from-to” change taking place (e.g., agriculture to single-
family residential). Nevertheless, it is a useful analog method for qualitatively assessing the 
amount of change in a region. In effect, it can be used to stratify areas that are believed to have 
changed. If change is detected, then other more quantitative methods of change detection can be 
applied. 

 

Figure 5-2. An example of analog visualization change detection using 2004 and 2007 high 
spatial resolution color-infrared aerial photography (1 x 1 ft.) of an area in Richland County, SC 
(Source: Jensen; digital aerial photography courtesy of  Richland County GIS Department). 
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5.1.2 Binary Change Detection Using Image Algebra (Band Differencing and Ratioing) 
and/or Principal Components Analysis (PCA) Composite Image Analysis  
 

The extraction of quantitative binary “change/no-change” information using two successive dates 
of imagery is one of the most heavily used change detection methods. Binary change between 
two rectified images is typically performed using raster image algebra (Tomlin, 1992) such as 
band differencing or band ratioing logic (Mas, 1999; Song et al., 2001; Jensen, 2005) or using a 
multiple-date composite image dataset and Principal Components Analysis (PCA) (Exelis, 
2012a). 
 

5.1.2.1 Image Algebra Change Detection (Image Differencing and Band Ratioing) 
 
Image Algebra Image Differencing Change Detection involves subtracting band k of the Date 2 
image from band k of the Date 1 image where the two bands (k) ideally have the same spectral 
resolution (e.g., a near-infrared band = 700 – 900 nm)  (Figure 5-3). If the two images (bands) 
have almost identical radiometric characteristics (i.e., the band k data have been normalized or 
atmospherically corrected), the subtraction ideally results in positive and negative values in areas 
of radiance change in the new image and zero values in areas of no change. The results are stored 
in a new change image (Figure 5-3a).  
 
The change image has a histogram with unique characteristics shown in Figure 5-3b. When 8-bit 
data are analyzed, the potential range (domain) of difference values found in the change image is 
–255 to +255 (Figure 5-3b). The results can be transformed into positive values by adding a 
constant, c (e.g., 127). The operation is expressed as:  
 

∆ , , 	 , , 1 , , 2  

where  
    BVi,j,k = change pixel value 
 BVi,j,k (1) = brightness value on date 1 
 BVi,j,k (2) = brightness value on date 2 
               c = a constant (e.g., 127) 
                i = line number 
                j = column number 
               k = a single band (e.g., GeoEye band 3). 
 

The change image produced using image differencing usually yields a BV distribution 
approximately Gaussian, where pixels with minimal BV spectral change are distributed around 
the mean and pixels of substantial spectral change are found in the tails of the distribution (Song 
et al., 2001). It is not necessary to add the constant c in Equation 5-1 if the image differencing 
output file is allowed to be floating point, i.e., the differenced pixel values can range from –255 
to +255.  
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Figure 5-3. The logic of image algebra change detection using image differencing or band 
ratioing (Source: Jensen; imagery courtesy of Richland County GIS Department).   
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Image Algebra Band Ratioing Change Detection: Binary change detection using band ratioing 
involves dividing band k of the Date 1 image by band k of the Date 2 image where band k ideally 
has the same spectral resolution (Figure 5-3b and Figure 5-4a):  
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Crippen (1988) recommended that all data used for multiple-date band ratioing be 
atmospherically corrected and free from any sensor calibration problems (e.g., a detectors out of 
adjustment). If the two bands have almost identical radiometric characteristics, the resultant 
change image contains values that have a range (domain) from 1/255 to +255 (Figure5-4a). 
Pixels that experienced minimal spectral change in band k on the two dates will have values that 
hover about the value 1.0.  Unfortunately, the computation is not always simple because BVi,j,k = 
0 is possible in either date of imagery. Therefore, any BVi,j,k with a value of 0 is typically made 
equal to 1. Alternatively, a small value (e.g., 0.1) can be added to the denominator if it equals 
zero.  
 
To represent the range (domain) of the change image data in a standard 8-bit format (values from 
0 to 255), normalizing functions are usually applied. Using these normalizing functions, the ratio 
value 1 is assigned the brightness value 127. Change image ratio values within the range 1/255 to 
1 are assigned values from 1 to 127 using the function: 
 

, , 	 	 , , 126 1  

 
Change image ratio values from >1 to 255 are assigned values within the range 128 to 255 using 
the function:  
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Values in the ratio change image near 127 typically exhibit minimal change, while pixel values in 
the tails of the distribution have usually changed significantly between dates (Figure 5-4a).  
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Figure 5-4. A change image created from multiple date imagery using band differencing or 
band ratioing can be processed to identify change using b) statistical, c) symmetric, or d) 
asymmetric approaches (Source: Jensen). 
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Image Algebra Change Detection Using Statistical or Symmetric Thresholds: A very important 
consideration when performing either image differencing or band ratioing binary change 
detection is deciding where to place the lower threshold (LT) and upper threshold (UT) 
boundaries between “change” and “no-change” pixels displayed in the change image histogram. 
The ideal threshold boundaries are rarely known a priori, but have to be determined. Sometimes 
a statistical approach using a standard deviation from the mean is selected and tested such as +1 
standard deviation (Figure 5-4b) (Morisette and Khorram, 2000; Jensen, 2005). The statistical 
approach works well if change has occurred in limited locations, e.g., ≤ 5% of the entire study 
site with a normal distribution of the pixel values in the change-enhanced image. If a larger 
portion of the study area has changed, the approach does not work well because the distribution 
of the pixel values is usually skewed. It is also possible to directly place the thresholds a 
symmetric distance from the midpoint as shown in Figure 5-4c.  

Image Algebra Change Detection Using Asymmetric Thresholds: The direct symmetric approach 
generally works well if the radiometric correction of the remotely sensed data is near-perfect. 
However, near-perfect radiometric correction is rarely achieved due to factors described in 
Chapter 3. Consequently, as illustrated in Figure 5-4d, asymmetric thresholds may work better 
than the symmetric thresholds for binary change detection using the difference or ratio types of 
change enhanced images. Analysts often prefer to experiment empirically, placing the thresholds 
at non-symmetric locations in the tails of the change image histogram distribution until a realistic 
amount of change is encountered (Figure5-4d). Thus, the amount of change selected and 
eventually recoded for display is often subjective and must be based on familiarity with the study 
area.  

Image Algebra Change Detection Using Moving Threshold Windows (MTW): Recent research on 
binary change detection has focused on the development of automated methods of identifying the 
optimum lower and upper thresholds in the change images.  For example, Im et al. (2009) 
developed moving threshold windows (MTW) to identify the optimum location of the thresholds. 
The logic associated with the MTW-based approach to binary change detection is illustrated in 
Figure 5-5. The approach consists of four processes. First it is necessary to identify the initial 
size of the MTW. The analyst can specify the initial size or accept a default initial size which is 
set as the nearest value to the center for symmetry in the domain of a difference-typed change-
enhanced image. The default initial size for a ratio-typed image is set as the farthest value from 
the center for symmetry in the domain. The next step involves locating the threshold window in 
the domain and evaluating the numerous locations of the window using an automated calibration 
model (Figure 5-5). Two parameters (i.e., coverage and movement rate of MTW) are determined 
by the analyst. The coverage represents where a threshold window can move and the movement 
rate is the step size with which the window moves in the coverage. Since only one (initial) size 
of threshold window is calibrated in the second process, different (i.e., increasing or decreasing) 
sizes of MTWs need to be evaluated to see if they produce better binary change detection 
calibration. This is performed in the third process. The analyst can determine the maximum (or 
minimum) size of MTW. The maximum (or minimum) value of the domain of the corresponding 
change-enhanced image is set as the default (Figure 5-5). 

 
Finally, the process identifies the optimum thresholds and size of MTW that result in the highest 
accuracy (Figure 5-5). The MTW-based model calculates three accuracies including user’s and 
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producer’s accuracies for change, and the Kappa Coefficient of Agreement (Jensen, 2005; 
Congalton and Green, 2008). The automated MTW-based calibration model was developed 
using Visual Basic as a dynamic link library (DLL) deployable in an ArcGIS environment.  
 

 
 

Figure 5-5. The logic associated with using a moving threshold window to identify the optimum 
thresholds during binary change detection (Source: Jensen). 
 
 
Advantages and Disadvantages of Image Algebra Binary Change Detection: The bands used in 
image algebra change detection do not need to be atmospherically corrected, but they should be 
normalized so they have approximately the same histogram characteristics prior to performing 
the change detection. Image differencing and band ratioing change detection typically provide 
binary “change/no-change” information but no “from–to” change information.  
 
Significance of the Image Algebra Binary Change Detection to the Census Bureau: The 
algorithm provides detailed binary “change/no-change” information that may be of value for 
identifying change between two images. Areas that have changed can be identified (i.e., 
stratified) and can then be subjected to further analysis possibly using different or higher spatial 
resolution imagery or other techniques to be discussed to determine whether new housing or road 
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infrastructure is present. It may not be possible to differentiate between changes in buildings, 
shadows, and/or transportation features using binary change detection techniques. 
 

5.1.2.2 Principal Components Analysis (PCA) Composite Image Change Detection 
 
Principal Components Analysis (PCA) Change Detection can be used to detect change in 
multiple dates of remote sensor data by merging the Date1 and Date 2 image datasets into a 
single multi-temporal composite image “layerstack” (Figure 5-6a).  The information stored in the 
multispectral layerstack are usually highly correlated with one another. PCA evaluates the 
variance-covariance matrix associated with the n bands in the layerstack (yielding an un-
standardized PCA) or the correlation matrix associated with the n bands in the layerstack 
(yielding a standardized PCA). The PCA determines a new set of orthogonal axes that have their 
origin at the data mean and that are rotated so the data variance is maximized (Anderson, 2002; 
Nielsen and Canty, 2008; Celik, 2009; Almutairi and Warner, 2010; Exelis, 2012). The output 
from a PCA is an uncorrelated set of n component images that account for increasingly smaller 
amounts of variance (Figure 5-6c). Selective PCA (SPCA) uses only two bands of the multi-date 
image as input to the PCA instead of all the bands (e.g., the near-infrared bands in both images). 
By using only two bands, the information that is common to both is mapped to the first 
component and information that is unique to either one of the two bands (i.e., the change 
information) is mapped to the second component (Mas, 1999). 

The output component images can be analyzed using two different methods. First, a traditional 
classification using all n component images (six in the example in Figure 5-6d) may be 
performed. Unsupervised, supervised, or hybrid classification techniques are used to identify 
clusters in feature space associated with change. The analyst must then label the clusters which 
can be difficult (Deng, et al., 2008). This methods does yield some “from-to” information if it 
can be deciphered. 

A more common approach is to select and analyze just the PCA component (i.e., band) that 
contains most of the important change information (Figure5-6c,e). The first one or two PCA 
images generated from the multiple-date layerstack tend to account for variation in the image 
data that is not due to land-cover change. These are called stable components. When all of the 
bands are used, change information is often found in the third or fourth PCA band, but it varies 
depending on multiple-date scene content and the amount of change present between the two 
images. PCA bands that contain change information are called change components (Collins and 
Woodcock, 1996). The difficulty arises when trying to identify the ideal change component 
image and extract change information (Almutairi and Warner, 2010). Once the PCA change 
component is identified, it is usually necessary to evaluate its histogram and identify the “change 
versus no-change” thresholds in the tails of the distribution to isolate the change as previously 
discussed (Figure 5-6e). Change areas are typically highlighted as bright and/or dark pixels 
(Figure 5-6f). 
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Figure 5-6. The logic of performing change detection using multiple dates of imagery placed in a 
layerstack.  The layerstack can then be analyzed using traditional unsupervised or supervised 
classification techniques or by using Principal Components Analysis (PCA) (Source: Jensen; 
imagery courtesy of Richland County GIS Department).  

 



 

114 
 

Significance of PCA Change Detection to the Census Bureau: PCA change detection does not 
require atmospherically corrected images. Depending on the processing used, it is possible to 
obtain both “change/no-change” and a limited amount of “from-to” change detection 
information.     

5.1.3 Vendor: Esri, Inc., Image Analysis Band Differencing for Analog Visualization 

Esri, Inc. has an image subtraction algorithm built within its ArcGIS Image Analyst software.  
All that is required is the specification of the two input images. The example shown in Figure 5-
7ab depicts vertical Pictometry vertical aerial photography of an area near Bluffton, SC, obtained 
at 1 x 1 ft. spatial resolution in 2009 and 2011. The two input images should have the same 
number of bands and they should be radiometrically normalized or histogram-matched for best 
results.  The user clicks on the image subtraction button (Figure 5-7c) and a new image 
consisting of the same number of bands found in each of the original images is produced.  The 
analyst can take the differenced image into | layer properties | symbolization | and select various 
color ramps to highlight the changes (Figure 5-7d).  The changes can be displayed band by band.  

Significance of Esri Image Analysis Band Differencing for Census Bureau: This is 
straightforward band differencing software that can be used on an operational basis to extract 
“change versus no-change” information associated with two dates of imagery. 
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Figure 5-7. Analog change visualization using Esri’s Image Analyst image subtraction 
algorithm applied to 2009 and 2011 Pictometry vertical photography of Beaufort, SC 
(Source: Jensen; interface courtesy of Esri, Inc.; imagery courtesy of Pictometry, 
International, Inc. and Beaufort County GIS Department). 
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5.1.4 Vendor: Esri, Inc., ChangeMatters  

Esri’s ChangeMatters Internet program builds upon the image differencing logic to display 
change associated with multiple dates of remote sensor data, especially Landsat Multispectral 
Scanner (MSS), Thematic Mapper (TM), and Enhanced Thematic Mapper Plus (ETM+) 
imagery. ChangeMatters operates as a free Landsat viewer web service that is built on ArcGIS 
Server Image extension (Esri ChangeMatters, 2012).  It calculates the change on the fly rather 
than storing the results that have been preprocessed.  

In October, 2008, the USGS made the entire Landsat archive, over 3 million images, available 
via the internet at no cost (Castle, 2011). The USGS and NASA partnered to post the Global 
Land Survey (GLS) (http://landsat.usgs.gov/science_GLS2005.php) epochs of Landsat imagery, 
comprised of one image per each epoch worldwide from the 1970s, 1990s, 2000, and 2005.  
ChangeMatters dynamically mosaics images in different projections, formats, locations, pixel 
sizes and time periods (Green, 2011). The server-based processing enables on-the-fly creation of 
multiple image products with no intermediate files being generated. The application enables 
users to view different band combinations, different epochs of imagery, and to process multiple 
bands against one another to derive new products. Users can define what processing is to be 
performed on the imagery, and the server performs this directly on the source images, returning 
the information required for the area of interest. ChangeMatters displays are available in 
different standard band combinations as shown for a suburban area around Lake Murray, SC, in 
Figure 5-8, including: near-infrared color composite (TM bands 4,3,2) useful for vegetation 
studies and urban analysis (Figure 5-8a); natural color with atmospheric penetration (TM bands 
7,4,2) best suited for analysis of vegetation and some urban studies (Figure 5-8c); healthy 
vegetation (TM bands x,y,z) (Figure 5-8d); land/water boundary detection (TM bands x,y,z) 
(Figure 5-8e); and vegetation analysis (TM bands 5,4,3) providing information for agriculture 
and forest management (Figure 5-8f). Since these services are multitemporal, users can turn back 
the clock and easily analyze how the landscape has changed in the region over the past 30 years 
(Green, 2011). Table 5-1 lists the Landsat Global Land Survey (GLS) image maps served by Esri 
in ChangeMatters 

The ChangeMatters user-interface allows two dates of imagery (e.g., Figure 5-8a) and a change 
image (Figure 5-8b) to be viewed side-by-side with linked pan and zoom. The change image is a 
composite of NDVIs for the two dates with the later year in the green graphics memory and the 
earlier year in the red and blue graphics memory (Figure 5-8b). Unchanged areas appear in 
shades of grey because the earlier and later images should have approximately the same NDVI 
values. Areas with higher NDVI in the later year than the earlier year will be green indicating an 
increase in vegetation vigor or a decrease in water level. Areas with lower NDVI in the later year 
than the earlier year will be magenta (red + blue = magenta) indicating a decrease in vegetation 
vigor (perhaps to urban land cover) or an increase in water level. 
 
Change is mapped by subtracting the NDVI values of the later year from the earlier year and 
rescaling the resulting difference to a range from 0–255. A histogram of the resulting rescaled 
change values is created and the first approximation of change is set at ±1.5 standard deviations 
from the mean. Because change is a relatively rare event, most of the change map values should 
be distributed around the middle of the rescaled histogram which represents no difference in 
NDVI values between the two dates, and, therefore, no apparent change in the landscape. The 
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user can adjust a threshold associated with the change histogram to adjust areas mapped as 
change. The application allows the user to directly analyze the changes against a range of 
ArcGIS base maps, including topographic, street and new high resolution imagery, and the 
Landsat GLS images used to display and map the changes (Green, 2011). 
 

 
Figure 5-8. a) The Esri, Inc., ChangeMatters Internet user-interface used to identify change 
around Lake Murray, SC, from 1990 to 2005. b) The Change map derived by analyzing multiple 
dates of NDVI data. c-f) Various color-composite options that the user can display to gain an 
appreciation of the landscape and the change taking place. Any of the various color composites 
can be used in the interface instead of the near-infrared composite shown in Figure 5-8a (Source: 
Jensen; interface courtesy of Esri, Inc.; images courtesy of USGS and NASA). 
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Significance of ChangeMatters to the Census Bureau: The ESRI ChangeMatters program 
potentially has considerable value for Census change detection.  However, it is contingent upon 
the successful launch of the Landsat Data Continuity Mission in 2013.  In the current 
implementation, the most current imagery is from 2005 and that is significantly degraded, 
making it of little practical value for post-2010 change detection. 

Table 5-1. Landsat Global Land Survey (GLS) image maps served by Esri in ChangeMatters 
(Green, 2011). 

Image Map Name  Landsat Bands Served Accessed in 
ChangeMatters 

Image Services for the GLS Epochs 
1975, 1990, 2000, and 2005 

 

Agriculture  RGB = 5,4,1 Yes 

Atmosphere Penetration  RGB = 7,5,4 No 

Healthy Vegetation  RGB = 4,5,1 Yes 

Land/Water Boundary  RGB = 4,5,3 Yes 

Natural Color  RGB = 3,2,1 Yes 

Natural with Atmosphere removed  RGB = 7,4,2 No 

Shortwave Infrared  RGB = 7,4,3 No 

Vegetation Analysis  RGB = 5,4,3 Yes 

Near‐infrared  RGB = 4,3,2 Yes 

NDVI  NDVI = (4‐3)/(4+3) Yes 

NDVI_Colorized  NDVI with a color ramp applied No 

MSS_Multispectral_1975  All bands No 

TM_Multispectral_1990 All bands except thermal  No 

TM_Multispectral_2000 All bands except thermal  No 

TM_Multispectral_2005 All bands except thermal  No 

Change Image Services     

NDVI Change Image 1975 to 1990  RGB = NDVI 1975, NDVI 1990, NDVI 1975 Yes 

NDVI Change Image 1975 to 2000  RGB = NDVI 1975, NDVI 2000, NDVI 1975 Yes 

NDVI Change Image 1975 to 2005  RGB = NDVI 1975, NDVI 2005, NDVI 1975 Yes 

NDVI Change Image 1990  to 2000  RGB = NDVI 1990, NDVI 2000, NDVI 1990 Yes 

NDVI Change Image 1990 to 2005  RGB = NDVI 1990, NDVI 2005, NDVI 1990 Yes 

NDVI Change Image 2000 to 2005  RGB = NDVI 2000, NDVI 2005, NDVI 2000 Yes 

NDVI Change Image 1975 to 1990  NDVI 1975 – 1990 (rescaled to 0‐255) Yes 

NDVI Change Image 1975 to 2000  NDVI 1975 – 2000 (rescaled to 0‐255) Yes 

NDVI Change Image 1975 to 2005  NDVI 1975 – 2005 (rescaled to 0‐255) Yes 

NDVI Change Image 1990 to 2000  NDVI 1990 – 1990 (rescaled to 0‐255) Yes 

NDVI Change Image 1990 to 2005  NDVI 1990 – 2005 (rescaled to 0‐255) Yes 

NDVI Change Image 2000 to 2005  NDVI 2000 – 2005 (rescaled to 0‐255) Yes 

 

5.1.5 Vendor: MDA Information Systems, Inc., National Urban Change Indicator 
(NUCI) 

Another approach to the utilization of Landsat data for change detection is offered by MDA 
Information Systems, Inc.  Unlike the Esri, Inc., Change Matters application, NUCI utilizes both 
raster and vector GIS data that have been preprocessed using MDA’s proprietary Correlated 
Land Change (CLC) processes (Dykstra, 2012).  The NUCI process systematically compares the 
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spectral characteristics of Landsat data acquired over the past 25 years to determine when a 
specific 30 x 30 meter pixel has experienced a “persistent” change.  One of the output GIS data 
files includes the date when a change has occurred for each 30 x 30 m pixel in the entire 
contiguous 48 states.  

The input data for the Correlated Land Change process is a multi-temporal layerstack of 
precision co-registered Landsat multispectral scenes (MDA, 2012) as shown in Figure 5-9a.  
MDA uses a patented Cross-Correlation Analysis – CCA procedure to determine pixel by pixel 
change by analyzing two-date change detection results calculated for a systematic collection of 
pairwise permutations across a multi-temporal layerstack of precision co-registered Landsat 
multispectral data Figure 5-9b.  A multi-date pattern recognition process is then used to 
determine and map urban and other anthropomorphic change on a pixel-by-pixel basis (Figure 5-
9c-e). NUCI change is reported in two classes: 

(1) A 3-observation change is associated with pixels that have remained in a consistent state 
(no measured change) for three observations (scene dates) in the multi-temporal 
layerstack; then changed to a different state and remained in that different state for 
another three observations.  This is determined by observing that each of the three 
observations within the new state showed, for that pixel, change with all three 
observation of the earlier state, while all pixels within a given state do not show change 
among themselves.  

(2) A recent 2-observation change (also called potential recent change) dataset contains 
pixels that exhibit a two-observation change within the multi-temporal layerstack’s most 
recent five observations.  A pixel is flagged as a potential recent change when two of the 
most recent observations of the multi-temporal image layerstack show no change with 
each other, and each showed change with a group of three earlier internally consistent 
(showing no change among the three) observations.  Such a pixel could become a 3-
observation change if a future observation measured no change with the upper pair within 
the temporal stack while, at the same time, showed change with each of the same three 
older observations. 

The Cross-Correlation Analysis procedure uses an MDA-defined triply confirmed multi-
temporal test to identify “persistent” change (Figure 5-9b). Most persistent change is associated 
with urban/cultural features. However, there are other phenomena that can trigger a persistent 
change (e.g. a change in reservoir level, recently cleared vegetation, strong seasonal shadows, 
etc.).Therefore a collection of additional geospatial datasets are analyzed using GIS functions to 
“weed out” those pixels/polygons that are probably caused by non-urban phenomena (Figure 5-
9c-e). 

Therefore, the Probable Urban Change pixels are those that pass the following tests based on 
GIS overlay analysis: 

 Close to water but not close to NLCD-2006 defined urban, and 

 Not in an area of high local relief, and 

 Not coincident with USDA/NASS 2009 defined croplands, and 

 Not a large distance away from TIGER_2010 S1400-level roads. 
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The NUCI change data is available both as a raster and polygon representation of single or 
contiguous cells that have undergone change. These changes are classified into Change 
Attribute Majority (CAM) categories representing the most probably cause of the NUCI 
detected change. The CAM classes are summarized in Table 5-2.  

Table 5-2. Change Attribute Majority (CAM) classes (MDA, 2012). 

1. Probable  Urban Change  7. Vegetated Probable Urban Change

2. Probable Water Change  8. Vegetated Probable Water Change

3. Probable River/Steam Change  9. Vegetated Probable River/Steam 
Change 

4. Probable Shadow Change  10. Vegetated Probable Shadow Change

5. Probable Crop Change  11. Vegetated Probable Crop Change 

6. Change away from Roads  12. Vegetated Change away from Roads 
 

 

The NUCI Change Attribute Category “Probable Urban Change” is potentially the most 
important for Census Bureau change detection.  The classification of probable urban change is 
based on GIS modeling that would be subject to standard validation procedures.  The major 
consideration is change from vegetation. Some of the variables used to calculate probable urban 
change are summarized in Table 5-3. 

Table 5-3. The NUCI polygon data include the following variables 
that may be used to calculate probable urban change (MDA, 2012). 

 
FID  ESRI specific data 

Shape  ESRI specific data 

Type  NUCI change type, either 3‐Observation or Potential Recent Change 

ChangeDate  Date of observed change (converted from the GRIDCODE) formatted as 
YYYYMMDD 

Year_Month  Concatenation of the calendar year and month extracted from ChangeDate and 
formatted as YYYYMM for date sorting 

Year  Calendar year extracted from ChangeDate 

Version  NUCI was created in two phases with two separate collections of Landsat 
path/rows.  The first included Landsat dates through 2009, the second 
extended through 2011.  The version will read 2009 or 2011 depending upon 
within which phase the change was detected. 

NLCD_Txt1  Based on the USGS/NLCD‐2006 land cover data, the NLCD land cover class is 
extracted for each change pixel within the polygon.  This attribute is the text 
string label for the most widely represented class. 

NLCD_Txt2  The text string label for the second most widely represented class, if present. 
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NLCD_Txt3  The text string label for the third most widely represented class, if present. 

NLCD_Rank1  Based on the USGS/NLCD‐2006 land cover data, the NLCD land cover class is 
extracted for each change pixel within the polygon.  This attribute is the class 
number for most the widely represented class. 

NLCD_Rank2  The text string label for second most widely represented class, if present. 

NLCD_Rank3  The text string label for third most widely represented class, if present. 

NLCD_Pcnt1  Based on the USGS/NLCD‐2006 land cover data, the NLCD land cover class is 
extracted for each change pixel within the polygon.  This attribute is the 
percentage of pixels falling into the most widely represented class. 

NLCD_Pcnt2  The percentage of pixels falling into the second most widely represented class, 
if present. 

NLCD_Pcnt3  The percentage of pixels falling into the third most widely represented class, if 
present. 

Water_Dist  Distance in meters to the nearest water body as defined by MDA’s GeoCover‐
Water product.  Values >2,000 meters are shown as “999999”. 

Urban_Grav   An abstract measure of proximity to existing urban development as defined by 
the NLCD‐2006 Impervious Surface dataset.  The impervious percentage of each 
pixel is treated as a unit of mass and the inverse square distance “attraction” is 
calculated for all points within the study area.  Each change polygon is 
attributed with a scaled value between 0 and 100. 

Road_Dist   Distance in meters to the nearest S1400 level road within the TIGER‐2010 
dataset.  Values >2,000 meters are shown as “999999”.  

Steam_Dist   Distance in meters to the nearest “flowline” as defined by the most recent 
(2011) version of USGS National Hydrography Dataset (NHD).  Values >2,000 m 
are shown as “999999”. 

DEM_Var   The variance in meters calculated from 3 arc second SRTM digital elevation 
data using a 7x7 variance filter. 
 

Crop_Pcnt   The percentage of the pixels within the change polygon that overlie areas 
marked as “croplands” within by the 2009 USDA/NASS AWIFS‐based Croplands 
database. 
 

VegChange   Boolean value (1/0) indicating whether or not the change polygon was 
determined to be a vegetation‐only, rather than a potential urban, change. 
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Figure 5-9. a) The flow of information in the MDA, Inc., National Urban Change Indicator 
(NUCI) program is based on a layerstack of co-registered Landsat (or other) data. b) Cross-
Correlated Analysis (CCA) is performed. c) Collateral geospatial information (e.g., data from 
Table 5-3). d) Pattern recognition using CCA-derived information and collateral geospatial 
information. e) Color-coded date of land cover changed based on NCUI analysis of multi-
temporal Landsat data of Gaithersburg, MD.  f) Enlargement with temporal change legend from 
1987 to 2009 (component images courtesy of John Dykstra, MDA, Inc.). 

 

NUCI Image Services: The raster NUCI data can be accessed as image web services by 
attaching to a GIS Server within the ArcGIS environment.  For example, the Potential Urban 
Change web service provides an efficient way to explore the data without needing to download 
the data.  These image files can be displayed within a project that includes any other GIS data 
themes or imagery.  In this environment, the data cannot be queried, however, it can be toggled 
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on and off.  This means that manual inspection is required to pan and zoom across a study area. 
If a current high resolution image is available this process is a productive way to quickly scan an 
area and identify new development.  Using this image service it possible to scan a county in a 
few minutes.  In this mode of access it is possible to identify individual cells or small clumps of 
change.   

NUCI and Google KML: The NUCI image files are also distributed as Google Earth KML 
files.  The Google Earth interface has many advantages for display of the NUCI data.  Although 
it is not a GIS environment it is possible to control the layers that are displayed, access multiple 
years of imagery, ingest other GIS data layers such as MSPs and to create point level features 
that can be transferred to the ArcGIS environment.  For example, by checking boxes it is 
possible to view selected years of the NUCI change data.  It is also possible to change the color 
to highlight a specific year.  The Google Earth environment also makes it possible to create a 
KML place marker for new structures.  These markers can be converted to ESRI shape files.   

Within the Google Earth environment a user may have access to a range of image sources and an 
archive of historical imagery.  For example, the Google Earth data for Loudoun County includes 
the 2012 image provided by the Commonwealth of Virginia.  Furthermore, this environment may 
be a convenient way to access imagery and data from other federal partners such as the Forest 
service. For example, David George, Geospatial Service and Technology Center, USDA Forest 
Service says “An important part of the mission of the USDA Forest Service is informing the 
public about the forests and grasslands we manage. In order to achieve this, we want information 
about our lands to be accessible to as large an audience as possible. We are very pleased that 
Google has used our geospatial datasets to improve the base map in Google Maps and Google 
Earth so that everyone can easily discover, navigate and enjoy these public lands."   

NUCI and ArcGIS: Since NUCI is available as both raster and polygon GIS shapefile datasets 
it is directly compatible with ArcGIS (or any software than can read shapefiles).  In a GIS 
environment the user has the most comprehensive and flexible tools to handle the NUCI change 
data.  Also within a standard ArcGIS enterprise environment these data can be stored on local 
devices or distributed as a Web Feature Services.  The data can then be queried, searched, 
selected, overlaid and displayed in any number of ways.  It is possible to tabulate the area of 
potential change for any geographic area.  Furthermore, it is possible to clip a subset for a 
county, generate any subset according to a set of rules (size, distance to TIGER road, 2006 
NLCD class, year of change, etc.).  These subsets can be spatially compared to MSPs, or local 
address points to find any areas that should be inspected.  By selecting these subsets it is also 
possible to process every member of the subset by “jumping” to the next feature.  This ensures 
that every target is inspected rather than an unsystematic visual inspection.  With full control 
over the color and level of transparency it is possible to visualize the “potential urban change” 
with respect to any ancillary data.  Another valuable capability that aids in the visualization of 
area of change is the conversion from polygon to point level features. As points the NUCI areas 
can be visualized as easily detected symbols of any type, color and size.  Hands on experience 
suggest that this would be a valuable way to quickly identify an area of concentration and 
systematically scan an extensive area, e.g. a county. 

Significance of MDA, Inc., NUCI to Census Bureau change detection: The NUCI data represents 
a systematic approach to monitoring persistent change for 30 x 30 m pixels that cover the 
contiguous 48 states on an annual basis.  It is not a traditional image product that would require 
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rectification or post processing.  If the data stream is reliable, the GIS dataset has potential for 
being of value for Census Bureau change detection. A major concern is the quality of the current 
Landsat 7 data and the hopefully successful launch of the Landsat Data Continuity Mission 
(LDCM) in January, 2013.  Since 2003, all Landsat-7 data were affected by the loss of the Scan 
Line Corrector (SLC) mirror on board the satellite.  This causes an approximate 20% loss of data 
in the form of periodic wedge-shaped data drops.  Since the location of the data drops varies on 
each scene, MDA maintains that it is has been able to find clean data for the annual update of its 
NUCI program.  MDA says that by processing multiple scenes each year they are able to deal 
with the data gaps caused by the problems with the SLC in Landsat 7 scenes since 2003. They 
also state that: “Every effort is made to minimize the number of Landsat-7 scenes that are used – 
using Landsat 7 only when Landsat 5 is not available.” Dykstra (2012) reviewed how other data 
sources such as RapidEye, Inc., satellite remote sensor data can be analyzed using NUCI as long 
as the multi-temporal data are collected near nadir and very accurately co-registered.  

If the processed data are accurate, the MDA NUCI data could be used to discover where gross 
changes in land cover are occurring. The Census Bureau could then obtain and analyze high 
spatial resolution imagery to extract building and road network information in these specific 
areas. The need to focus resources is very similar to that of the FEMA floodplain mapping 
update program that is currently using the NUCI data.  According to Cotter (2011), FEMA has 
been able to reduce “maintenance costs by 90%; monitoring of wetlands”. Since DHS has 
committed to purchase NUCI data, it may be made available to other Federal agencies.  

Specific licensing agreements and contractual details can only be provided by MDA, however, 
one public source suggests that an annual cost of $550,000 (Cotter, 2011) for an enterprise 
license.  This figure equates to about 19 cents per mile2 of land area.  Since the Landsat imagery 
is now in the public domain, this cost covers the processing required to rectify a large number of 
scenes and determine the correlated land change, and to process the output data.  This level of 
expenditure would have to be evaluated with respect to its ability to quickly identify areas of 
urban change.  It would also have to be an accepted method for targeted address canvasses.  For 
nationwide coverage at 30 meter resolution this would be justified if it effectively streamlined 
the update cycle and could be considered a reliable source.    

Another important consideration would be the update cycle.  The NUCI data has a considerable 
lag from the date of image collection. As of July, 2012, 50% of the country is processed through 
2009 and 50% through 2011. The NUCI algorithm identifies only areas of probable persistent 
change.  This causes an additional time lag of several years from when the change actually 
occurred and when it is flagged in NUCI. This schedule might be appropriate for intensive 
change detection later in the decade in preparation for targeted address canvassing for the 
decennial census.  In any case, it would be prudent to delay implementation of NUCI (if 
selected) until data from the Landsat Data Continuity Mission (LDCM) to be launched in 2013 is 
available and incorporated into the process.      

 
5.1.6 Vendor:  Exelis, Inc., ENVI Change Detection – Subtraction & Principal 
Components Analysis (PCA) and EX Image Difference Change Detection 

ENVI (Environment for Visualizing Images) software marketed by Exelis, Inc. has several 
change detection procedures that are based on image differencing to identify “change versus no-
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change” information. The  SPEAR (Spectral Processing Exploitation and Analysis Resource) 
tools include Change Detection – Subtractive (Figure 5-10a) and Change Detection – PCA 
(Figure 5-10b) (www.exelis.com).  In addition, there is the ENVI EX Image Difference Change 
Detection program.  

ENVI Change Detection – Subtractive can be performed using standard bands from the Date 1 
and Date 2 image datasets (Figure 5-10a). In addition, change detection can be performed using 
Normalized Difference Vegetation Index (NDVI) data extracted from Date 1 and 2 imagery, 
Red/Blue band ratios, or Man-Made ratio for Date 1 and Date 2 images based on a scaled NDVI 
where values approaching 0 indicate low human activity (e.g., vegetation) and values 
approaching 1.0 indicate high human activity (e.g., stone, roads, material used for  building and 
road construction, houses) based on Unsalan and Boyer (2004).  

 

Figure 5-10. User interfaces for ENVI’s a) subtraction and b) PCA change detection modules 
(courtesy of Exelis, Inc.). 

 

ENVI Change Detection – PCA is performed using a merged Date 1 and Date 2 dataset as 
previously discussed (Figure 5-10b). The user can select either a standard PCA transform or a 
minimum noise fraction (MNF) transform. The areas that have changed are highlighted as bright 
and/or dark pixels in one of the transformed component images. The change information can be 
highlighted by adjusting the threshold in the tails of the histogram as discussed (Exelis ENVI EX 
Change, 2012d).   

ENVI EX Image Difference Change Detection allows the user to specify the multiple date image, 
the bands to be used, four types of auto-thresholding, and filtering (smoothing and aggregation) 
to create “change versus no-change” information (Exelis ENVI EX Change, 2012a). ENVI also 
provides a more robust set of change detection algorithms in their “EX” software which includes 
“Thematic Change Detection” based on post-classification comparison which takes two 
classification maps obtained at different times and determines the differences between them 
(Exelis ENVI EX Thematic Change, 2012c).   
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Significance of the SPEAR (Spectral Processing Exploitation and Analysis Resource) and EX 
image differencing software for Census Bureau: The SPEAR software consisting of both the 
subtractive and the PCA procedures are robust change detection algorithms that can be used on 
an operational basis to detect primarily “change versus no-change” information from two dates 
of imagery.  The software is provided in a wizard environment making it very user-friendly. 
More sophisticated Exelis EX thematic change detection software discussed in a subsequent 
section is required to obtain “from-to” change information when two dates of thematic 
information (e.g., two classification maps) are available for comparison.  

5.1.7 Federal Algorithm: Census Bureau iSIMPLE Program 

Another example of Analog Visualization Change detection is the iSIMPLE program developed 
at the Census Bureau. As described by Fleming (2011), the role of the iSIMPLE process is as 
follows: 

 
“The Improved Spatially Integrated MAF/TIGER Projected Linear Extractions (iSimple) 
is an operation that can detect [MTdb] linear feature issues; and of these problematic 
features, iSIMPLE will focus on two: missing and misaligned features. iSIMPLE 
automates many of the components that were manually performed in a similar operation 
run prior to the Address Canvassing operation called SIMPLE. In that operation a small 
number of staff used National Agricultural Imagery Program (NAIP) imagery in 
combination with a one-off extract of road features from the MTdb to identify missing, 
misaligned and non-existent road features that should be removed from the MTdb. The 
success of that program has led us to identify a means that would facilitate production for 
future iterations. The proposed iSIMPLE would eliminate many of the manual processing 
steps of its predecessor. The objective is to use technology similar to the Quality 
Assurance from Image (QFI) programs last used last decade. iSIMPLE will assist GEO 
staff with making critical decisions regarding targeted analysis and linear feature 
processing.” 

 
The iSIMPLE process involves the manual inspection, within the ArcGIS environment, of MTdb 
linear feature data overlaid on NAIP imagery, one quarter quad (3.75’ latitude x 3.75’ longitude 
quadrangles) at a time. The photo interpreters assign quality grades that range from   1 (good 
quality) to 3 (poor) for three criteria: growth (features in imagery that are not in MTdb); fidelity 
(accurate location of MTdb features with respect to location in imagery); and deletes (extraneous 
features in MTdb not visible in imagery). The quarter quad cells that receive high scores (i.e. are 
deficient in one or more criteria) are placed in a data repository until the MTdb data can be 
updated using a separate heads-up digitizing process such as the Targeted Updates of Road 
Features Using Imagery (TURFUI) software. For example, in Figure 5-11 the operator has 
detected new roads (circled in red) in quarter quad #11. As a result that quarter quadrangle would 
be assigned a high score and flagged for updating in a subsequent operation.  
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Figure 5-11. In the iSimple environment, missing road features in Quarter Quad #11 are noted 
and scored. If sufficient discrepancies are noted, then the Quarter Quad is flagged for updating in 
a subsequent process (Source: adapted from GEO/UOB presentation given on 01/31/2011). 
The iSIMPLE process provides a quick qualitative assessment of level of change between a 
digital orthophoto and the contents of the MTdb on a quarter quad basis. Census personnel report 
that the process is efficient enough that it is believed that the entire country can be evaluated by 
10 people in the course of one year (Fleming, 2011). However, iSIMPLE only flags areas for 
further processing and only the targeted areas with the highest amounts of discrepancies will be 
corrected, leaving untouched the errors or changes discovered in other areas (Terango and 
Fleming, p. 8).  We do not have any studies that provide details on the software that would be 
used to actually update the MTdb (e.g., TURFUI), so we are unable to comment on its 
capabilities or efficiencies.  
 
Significance of iSimple to the Census Bureau change detection: iSimple, along with the data 
collection program TURFUI, represent the only quasi-operational change detection/image update 
process available for MTdb maintenance. While a pragmatic solution, we believe that it has 
major limitations and that better alternatives are available.    

5.1.8 Vendor:  ERDAS, Inc., Imagine DeltaCue  

The DeltaCue change detection software and associated wizard can be used to identify changes 
of interest in remotely sensed imagery acquired on two dates (Figure 5-12a). DeltaCue first 
distinguishes significant change from insignificant change. Insignificant change is defined as 
change due to sensor noise, atmospheric differences, or image geometric misregistration.  
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Figure 5-12. a) Wizard interface. b) Cropping interface. c) Normalization and cloud and/or cloud 
shadow processing. d) Change detection algorithm menu. e) Segmentation, misregistration, and 
spatial filtering options. f and g) Application of DeltaCue to DigitalGlobe pre- and post-Tsunami 
imagery to identify only the buildings and not all of the changes in vegetation (Source: Jensen; 
DeltaCue interfaces courtesy of ERDAS Imagine; imagery courtesy of DigitalGlobe, Inc.). 
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DeltaCue allows the user to eliminate insignificant change in several ways based primarily on 
change magnitude measurement, including (ERDAS DeltaCue, 2009; 2012): 

 Automatic cropping of the two dates of imagery so they have the same common 
geographic area (Figure 5-12b).  

 A maximum threshold to eliminate very large apparent changes such as the presence of 
clouds or cloud shadows (Figure 5-12b,c).  

 Image-to-image radiometric normalization (Figure 5-12b,c). 

 A filter to eliminate apparent change due to pixel geometric misregistration between the 
two days of imagery (it assumes the two images are already registered to within +½ pixel 
of one another) (Figure 5-12b,e). 

 
Once the insignificant change has been removed, the significant change of interest is extracted 
by applying image differencing to transforms of the original data in both images using (Figure 5-
12b,d): 

 A Magnitude difference transformation. 

 Single-band difference. 

 Band-Slope difference.  

 The Tasseled Cap Greenness transform to identify changes in vegetation.  

 A Primary Color Difference transform to identify man-made objects of interest.  

 The use of additional filters based on spectral and spatial characteristics of the detected 
change to eliminate unwanted types of change or to restrict the change output information 
to only include change from one type of material to another.  

 
The procedures and parameters are developed using the DeltaCue wizard and can be saved for 
future application on other areas or dates of imagery in a production environment.   
 
ERDAS DeltaCue is based on image-to-image subtraction and the symmetric relative difference 
(RD) formula: 
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where  
 BVi,j,k (1) = brightness value on date 1 
 BVi,j,k (2) = brightness value on date 2 
                 i = line number 
                 j = column number 
                k = a single band (e.g., WorldView-2 band 3). 
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Dividing the difference by the pixel’s value at time 1 and time 2 allows the computation of a 
change image that measures the percentage change in the pixel regardless of which image is 
selected as the initial image. A percentage difference change image can be created by 
differencing every band in one multispectral image from its corresponding band in the 
accompanying image. In addition, it is possible to condense the information contained in the 
bands of one image into one which can then be differenced with the other image’s condensed 
band image. For example, it is possible to difference each pixel’s overall magnitude across all 
bands.  The Magnitude Difference algorithm first calculates the brightness magnitude (BM) for 
each pixel at location i,j for all k = 1 to n bands in each date of imagery based on the equation  
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A pixel’s brightness magnitude (BM) at time 1 is then subtracted from its brightness magnitude 
in time 2 and the relative difference is computed using the relative difference algorithm 
discussed above. In addition, it is possible to apply the image symmetric relative difference 
formula to images that have been transformed, e.g., the Tasseled Cap Transformation (Crist and 
Cicone, 1984; Crist, 1985; Jensen, 2005).  
 
The aforementioned procedures focus on spectral detail.  But sometimes only the change in a 
certain size of feature (e.g., a building) that consists of a certain number of adjacent pixels is 
desired.  DeltaCue allows the user to analyze each “change region blob” using the geometric 
characteristics of the blob including the length of major axis (P1), the length of the minor axis 
(P2), geometric compactness, and elongation. The geometric compactness shape characteristics 
are computed using the algorithm  
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where A is the area of the region (i.e., the blob of change pixels of the region). A perfectly 
square blob of change pixels has a compactness value of one. Elongation of a blob is computed 
using the equation 
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Compactness and elongation are dimensionless. 

DeltaCue can also apply an unsupervised classification algorithm to each of the images. The 
spectral classes (e.g., spectral class 1, spectral class 2) are then labeled by the user to become 
information classes (e.g., Class 1 = forest, Class 2 = building, etc.).  If desired, the user can 
selectively identify the specific type of change desired to create the final change map, e.g., from 
Class 1 forest on date 1 to Class 2 building on date 2.  
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DeltaCue links together a series of procedures to identify change (Figure 5-12). It is based on 
first identifying all change and then passing this change information through a series of filters 
until only the desired type of change is identified.  For example, DeltaCue software was used to 
identify only the buildings and not all of the changes in vegetation in DigitalGlobe pre- and post-
Tsunami imagery (Figure 5-12f,g).  This requires careful development of the change detection 
thresholds and the correct application of the various filters.  The change detection model 
developed for one region and type of imagery can in certain instances be applied to other 
geographic areas.  However, in many instances it is likely that entirely new models might have to 
be developed when significantly different remote sensing systems are used and/or when the time 
of year or environmental conditions are not the same as those present when the original model 
was developed.  

Significance of DeltaCue to Census Bureau change detection: DeltaCue is wizard-based change 
detection software that can automatically adjust for geometric misregistration, crop the two 
images to a common area, and radiometrically normalize the image data.  Change is identified 
using a symmetric difference algorithm.  The change information is then passed through a series 
of spectral and spatial filters that can identify the type of change desired.  It takes considerable 
digital image processing expertise to create a useful change detection model.  Hopefully, the 
model can be used to identify the same type of change in other geographic areas. 

5.2 “From-To” Change Detection Algorithms 

5.2.1 Photogrammetric Change Detection of Buildings and Roads 

Commercial photogrammetric engineering firms in the United States and throughout the world 
routinely collect high spatial resolution stereoscopic aerial photography for public and 
commercial applications.  A calibrated digital frame camera is typically used to collect the 
panchromatic, color and/or color-infrared digital aerial photography. The photography is 
collected in systematic flight lines that usually have 60% to 80% endlap and 20 % sidelap 
(Jensen, 2007). Numerous horizontal and/or vertical ground control points (GCPs) are obtained 
on the ground using in situ surveying in support of the data collection.  These GCPs, additional 
image-derived tiepoints, and onboard GPS/inertial navigation information are used by the analyst 
to perform interior and exterior orientation to scale and level the stereoscopic models. 
Sometimes, three-dimensional LiDAR data are used for control (Mitishita et al., 2008). The 
digital aerial photography, camera calibration information, and ground control are subjected to a 
rigorous aero-triangulation procedure that prepares the block of aerial photography for 
information extraction.  For example, the block of three vertical aerial photographs (#251, 252, 
and 253)  shown in Figure 5-13a was prepared for stereoscopic analysis using interior and 
exterior orientation and aero-triangulation (Figure 5-13b).  Each of the resultant stereoscopic 
models) can be analyzed in three-dimensions using anaglyphic glasses. The stereo pair 
associated with photographs #251 and #252 is shown in Figure 5-13c.  Note the 60% overlap 
area that constitutes the stereoscopic model. 

Properly prepared stereoscopic aerial photography can be analyzed using photogrammetric 
mapping techniques to extract building footprints and road network information (Elaksher, et al., 
2003). For example, consider the small part of the stereo pair (photos #251 and 252) shown in 
Figure 5-14a that consists of single-family residential housing. The two photographs in the stereo 
model are projected onto the screen, one in blue and one in red.  The analyst views the stereo 
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model using anaglyph glasses that have corresponding blue and green lenses.  The mind fuses the 
two views of the terrain and creates a three-dimensional view of the terrain on the computer 
screen (Figure 5-14b). The analyst then uses a three-dimensional “floating mark” to identify 
features of interest (within the yellow circle in Figure 5-14b). If a building footprint is desired, 
the analyst raises the floating mark above the terrain to the elevation of a vertex on the edge of 
the building roof.  He or she then moves the floating mark around the perimeter of the roof to 
important vertices and collects points of data. Upon completion, the polygon is closed and 
represents the building footprint as if it were measured on the ground by a surveyor. Road 
network information is obtained by simply moving the floating so that it rests on the ground (i.e., 
ground elevation) and then clicking on points along the edge of the road (or the centerline of the 
road) while keeping the floating mark on the ground. Virtually any feature in the scene such as 
hydrographic features, fences, driveways, sidewalks, etc. can be mapped in this manner. The 
important thing to remember is that all these geospatial features of interest are mapping in their 
exact planimetric (x,y) position (Figure 5-14c).   

Photogrammetric compilation is performed on the aerial photography obtained on date1.  
Thematic information such as buildings and roads that have not changed do not have to be 
recompiled on date 2 aerial photography.  Rather, only the new structures or roads are extracted 
in the date 2 photography and added to the database. Any new structures or roads can be 
highlighted as change and subjected to further investigation (e.g., assigning a street address to a 
new single-family structure or name to a new road). 

Significance of Photogrammetric change detection to the Census Bureau: Photogrammetric 
mapping of buildings and roads using stereoscopic aerial photography can provide detailed 
“from-to” building and road network change detection information.  Drawbacks for using the 
methodology include: a) it requires systematic collection of large-scale high spatial resolution 
digital aerial photography for each date, b) ground control points must be collected for use in 
interior/exterior orientation of the stereo models, c) analysts must have access to and understand 
how to perform soft-copy photogrammetric compilation, and d) the building and road network 
information extracted on Date 1 must be compared with the building and road network 
information extracted from Date 2 photography to identify change. This is a relatively expensive 
and time-consuming process. However, it does yield exceptionally accurate building and road 
network geospatial information. If resources are available, it is the superior way to develop a 
detailed and geometrically accurate building and road network geospatial database. The Census 
Bureau should consider building a nationwide database based on photogrammetric principles.  
Then, once the base information is in place in approximately 2014-2015, it could be updated 
nationwide just prior to the upcoming Census (e.g., in 2019) so that every house and road in the 
United States is in its correct geographic location in preparation for the 2020 decennial census. 
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Figure 5-13. a) Control associated with a block of three vertical aerial photographs. b) Status of 
the preparation of the block of photography. c) Anaglyph stereo pair of photos #251 and #252 
with the stereo model annotated (analyzed using Leica Photogrammetry Suite) (Source: Jensen). 
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Figure 5-14. a) A properly prepared stereo model can be analyzed using soft-copy 
photogrammetric techniques to extract very accurate building and road network information. 
Here only a small part of the stereo model is being analyzed. b) The operator uses the floating 
mark to map building footprints and roads. c) Overlay of the shapefile on top of the two aerial 
photographs (analyzed using ERDAS Stereo Analyst software) (Source: Jensen). 

5.2.2 LiDARgrammetric Change Detection of Buildings and Roads 

Commercial engineering firms routinely collect high spatial resolution Light Detection and 
Ranging (LiDAR) data for a variety of commercial and public applications.  The LiDAR data are 
acquired using special instruments that transmit and receive hundreds of thousands of near-
infrared (1024 nm) pulses of laser energy every second as previously described in Chapter 4.0. 
Normally, a few well-placed horizontal and/or vertical ground control points (GCPs) obtained 
using in situ surveying are required when collecting LiDAR data for a given region.  These 
GCPs and onboard GPS/inertial navigation information are used to accurately locate the x,y, and 
z-position of every first return, intermediate return, last return, and intensity return.  These data 
are used to prepare digital surface models (DSMs) of the terrain that contain x,y, and z 
information about every tree, bush, building and road.  These data can also be modeled to 
prepare digital terrain models (DTMs) that contain only the bare earth digital elevation 
information (Jensen, 2007).   

Properly prepared DSMs and DTMs can be used to identify the location of individual buildings 
and road network using the individual Date 1 and Date 2 LiDAR datasets.  It normally requires 
some editing to obtain relatively-accurate building footprint information, especially if trees 
encroach upon the buildings.  The important thing to remember, however, is that the building 
footprints and roads are in their exact planimetric (x,y) position.  Building footprints and road 
networks extracted on one date will be in approximately the exact planimetric location on the 
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next date if the features have not changed.  Buildings and roads carefully extracted from Date 1 
LiDAR data can be compared with buildings and roads extracted from the Date 2 LiDAR data to 
identify changes in buildings and roads. Some have fused high-resolution satellite imagery and 
LiDAR data to perform automatic building extraction (e.g., Sohn and Dowman, 2007). 

Many cities, counties, and state department of natural resources now routinely collect LiDAR 
data on a repetitive basis and extract urban information from the data.  For example, the South 
Carolina Department of Natural Resources coordinates the collection of LiDAR data for all of 
the counties in the state on a repetitive basis (http://www.dnr.sc.gov/GIS/lidarstatus.html). The 
Massachusetts Office of Geographic Information (MassGIS) extracted all of the building 
footprints for approximately 33 cities and towns in the metropolitan Boston area in 2002 
(http://www.mass.gov/mgis/lidarbuildingfp2d.htm) (Figure 5-15a).  An enlargement of a small 
part of the study area is shown in Figure 5-15b. The dataset was created using Spectrum 
Mapping LLC’s Digital Airborne Topographic Imaging System II (DTAIS II). The buildings 
were extracted primarily using visual human interaction.  The USGS awarded 2010-2011 ARRA 
grant funding to six (6) northeastern states, including large portions of eastern Massachusetts, for 
new detailed elevation data acquired using LiDAR (http://www.mass.gov/mgis/new-lidar2010-
2011.htm). 

Significance of LiDARgrammetric change detection to the Census Bureau: LiDARgrammetric 
mapping can provide detailed “from-to” building and road network change detection 
information.  Drawbacks of using the methodology include: a) systematic collection of high-
posting density LiDAR data (e.g., 1 x 1 m) for each date, b) some ground control is required, c) 
analysts must have access to and understand how to work with LAS files and perform 
LiDARgrammetric analysis to create DSMs and DTMs for the individual dates of data, and d) 
the building and road network information extracted on Date 1 LiDAR data must be compared 
with the building and road network information extracted from Date 2 LiDAR data to identify 
change. This can be an expensive and time-consuming process.  However, it does yield accurate 
building and road network geospatial information and many cities and counties are collecting 
LiDAR on a repetitive basis.  
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Figure 5-15. a) LiDAR-derived building footprints for 33 cities and towns in metropolitan 
Boston, MA. The buildings are so dense in most areas that they appear dark gray at this small 
scale. b) An enlargement of a small part of the study area (Source: Jensen; data courtesy of 
MassGIS; www.mass.gov/mgis/massgis.htm).  

5.2.3 Multiple-date Composite Image Change Detection Based on Standard Bands 
and/or Principal Component Analysis (PCA) 

As previously discussed, it is possible to apply PCA to a “layerstack” consisting of two dates of 
imagery as shown in Figure 5-6a.  The layerstack can be analyzed using unsupervised or 
supervised classification algorithms to identify some specific “from-to” information (Figure 5-
6b). Conversely, PCA can be applied to the layerstack. Some of the resultant principal 
component images (Figure 5-6c) that contain change information can then be analyzed using 
supervised or unsupervised classification algorithms to identify “from-to” change information 
(Figure 5-6d).  

Significance of Multiple-date Composite Image change detection based on standard bands 
and/or PCA to the Census Bureau: Either method yields some “from-to” information of value to 
the Census.  Application of the methods requires considerable knowledge of the study area and 
image analyst expertise to identify the “from-to” classes of interest which are scene dependent. 
The method is fairly straightforward and available in commercial software (e.g., ENVI, ERDAS 
Imagine).  
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5.2.4 Post–classification Comparison Change Detection 

Post-classification comparison change detection is one of the most heavily used change detection 
methods (e.g., Jensen et al., 1995; Maas, 1999; Song et al., 2001; Arzandeh and Wang, 2003; 
Ahlqvist, 2008; Warner et al., 2009; Tsai et al., 2011). The method requires accurate geometric 
rectification of the two dates of imagery to a common map projection to within RMSE +0.5 
pixel. The Date 1 image and the Date 2 image are classified using a) per-pixel analysis, or b) 
object-based image analysis (OBIA). The classification schemes used for the Date 1 and Date 2 
classification should be identical.  A thematic change map is produced using a change detection 
matrix based on the use of a simple GIS overlay function (Jensen, 2005; van Oort, 2007).  For 
example, the change detection matrix logic shown in  Figure 5-16 can be used to highlight 
important change classes in the change thematic map, e.g. all of the pixels in the change image 
with a value of 9 were vegetation in the Date 1 classification and are now buildings in the Date 2 
classification. Unfortunately, every classification error in the Date 1 and Date 2 classification 
maps will also be present in the final change detection thematic map (Rutchey and Velcheck, 
1994; Jensen et al., 1995). The minimum amount of change error in the change map is equivalent 
to the least accurate of the two individual classifications (van Oort, 2007; Warner et al., 2009). 
Therefore, it is imperative that the individual date classification maps used in the post-
classification change detection be as accurate as possible. 

Most of the post-classification comparison change detection performed during the past decade 
has been based on pixel-by-pixel classification of individual dates using supervised or 
unsupervised image classification. More recently, semi-automated, object-based image analysis 
(OBIA) has demonstrated potential to efficiently extract urban land cover information on 
individual dates of high spatial resolution imagery such as the location and number of buildings 
or roads (e.g.,  Chen et al., 2001; Giada et al., 2003; Thomas et al., 2003; Lemp and Weidner, 
2005; Wei et al., 2004; Zhan et al., 2005; Hofmann et al., 2008; Stow et al., 2011; Tsai et al., 
2011). Only a limited number of studies have used OBIA to identify new building structures. 
Hurskainen and Pellikka (2004) used an object-based approach to study the growth and change 
of informal settlements in Southeast Kenya using scanned aerial photography from three 
different dates. The post-classification comparison change detection method derived high 
accuracy in detecting and quantifying new buildings. Moeller and Blaschke (2006) used 
multiple-date QuickBird imagery to detect new buildings in the Phoenix, AZ, metropolitan area. 
Matikainen et al. (2010) utilized airborne laser scanner data and identified building changes 
using an automated OBIA approach. They concluded that the main problem of building change 
detection was false detection due to new or demolished buildings, and confusion with adjacent 
(background) features. Tsai et al. (2011) were one of the first to directly detect and delineate new 
buildings by combining OBIA approaches multi-date high spatial resolution satellite data. 
Buildings constructed between 2002 and 2010 in Accra, Ghana were delineated and quantified.  
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Figure 5-16. The logic of performing post-classification comparison change detection using 
multiple dates of imagery classified using either a per-pixel or object-based (OBIA) 
classification and a change detection matrix tailored to meet the change detection information 
requirements (Source: Jensen). 

An example of post-classification comparison change detection using OBIA applied to 2009 and 
2011 Pictometry, Inc., 1 x 1 ft. spatial resolution digital aerial photography of an area in 
Bluffton, SC, is shown in Figures 5-17 and 5-18.  The 2009 and 2011 aerial photography were 
segmented to the following “scales” using eCognition OBIA: 40, 50, 60, 70, 80, 90, 100, 110, 
and 120.  Only the 40- and 120-scale segmentations are shown in Figure 5-17ab and 5-17cd, 
respectively. The 2009 aerial photography was classified using the coarse 120 scale 
segmentation level because this level was sufficient to capture the spatial and spectral detail of 
the land cover present on this date (Figure 5-18a).  Conversely, the 2011 photography was 
classified using the more detailed 40 scale segmentation because it was necessary to identify the 
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vegetation and shadows between the residential houses (Figure 5-18b). The post-classification 
change detection map was created by analyzing the 2009 and 2011 OBIA classification maps 
(converted to raster format) using a GIS overlay “union” function, resulting in 36 possible 
“from-to” change classes.  Several important “from-to” change classes are highlighted in Figure 
5-18c: from vegetation to building (red), from vegetation to road (yellow), and from vegetation 
to driveway (orange). Roads and water present in both dates of photography are shown in black 
and cyan, respectively, for illustrative purposes.  Note that the geometric registration between 
dates was very good as the narrow golf cart paths and the major roads exhibited only a slight 
amount of error along the edges. 

Significance of Post-Classification Comparison change detection to the Census Bureau: 
Advantages include the detailed “from–to” information that can be extracted and the fact that the 
Date 2 classification map for the next base year is already complete. However, the accuracy of 
the post-classification comparison change detection depends on the accuracy of the two separate 
classification maps. Error present in either of the two input classification maps is incorporated 
into the new change map. Assuming it is possible to overcome issues of time consumption and 
required expert knowledge to produce reliable land cover classifications on two separate dates of 
imagery, the main advantages of this method is the detailed information that can be gained by 
carefully specifying classes to display using the change detection matrix and the limited impact 
that image calibration, and atmospheric and environmental differences will have on the multi-
temporal image comparison (Lu et al., 2004; Ahlqvist, 2008). A further advantage of the post-
classification approach is its intuitive interpretation as opposed to numerically based image 
analysis methods that need careful interpretation/explanation to assess what the identified 
changes mean (Comber et al., 2004b; Ahlqvist, 2008). Post-classification comparison change 
detection is widely used and easy to understand (e.g., Ahlqvist, 2008; Warner et al., 2009; Tsai et 
al., 2011).  
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Figure 5-17. Post-classification comparison can be performed using per-pixel or object-based 
image analysis classification.  This is an example of OBIA segmentation and classification. a) 
Selected object-based segmentation of the Bluffton, SC, Pictometry, Inc., 2007 and 2011 natural 
color photography at (a,b) 40 scale, and (c,d) 120 scale (Source: Jensen). 
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Figure 5-18. Post-classification change detection of Bluffton, SC, based on 2009 and 2011 
Pictometry, Inc., natural color aerial photography and object-based image analysis.  a) 
Classification of 2009 photography (rasterized). b) Classification of 2011 photography 
(rasterized). c) Union of 2009 and 2011 classification maps  using GIS map overlay function 
with selected “from-to” classes highlighted (Source: Jensen). 
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5.2.5 Neighborhood Correlation Image (NCI) Change Detection 

The Neighborhood Correlation Image (NCI) Change Detection is based on the creation of a new 
three-channel Neighborhood Correlation Image (NCI) that contains three unique types of 
information:  

 correlation,  

 slope, and  

 intercept. 

 
that can be related to the change information. The correlation information derived from a specific 
neighborhood of pixels (e.g., 3 x 3) contains valuable change information associated with a 
central pixel and its contextual neighbors. Slope and intercept images provide change-related 
information that can be used as ancillary data to facilitate change detection with correlation. The 
degree of correlation, slope, and intercept can then be used to produce detailed “from-to” change 
information when combined with expert system or object-oriented classification techniques.  

NCI analysis is based on the change magnitude and direction of brightness values by band in a 
specific neighborhood between two multispectral remote sensing datasets. If the spectral changes 
of the pixels within a specified neighborhood between two image dates are significant, the 
correlation coefficient between the two sets of brightness values in the neighborhood will fall off 
to a lower value. The slope and intercept values may increase/decrease depending on the 
magnitude and direction of the spectral changes. Ideally, if there is no change, pairs of brightness 
values between the two dates of imagery should be located along y = x in two dimensional space 
with the brightness values of bi-temporal datasets, and be located far from y = x if change has 
occurred between the two image dates. Consequently, correlation coefficients are lower when 
change occurs and higher when little change occurs. Intermediate correlation values (e.g., r = 
0.7) are generally encountered in areas that have changed only slightly (e.g., widened roads, 
expanded buildings) or changed vegetation status (e.g., the same vegetation captured in a slightly 
different phenological cycle).   

 Correlation analysis is used to detect change in relatively small local neighborhoods (e.g., 3 x 3 
pixels) in two registered remote sensor images obtained on different dates. The correlation 
between the brightness values of two dates of imagery in the local neighborhoods is calculated 
using the equations: 
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and r is Pearson’s product-moment correlation coefficient, cov12 is the covariance between 
brightness values found in all bands of the two date datasets in the neighborhood, and s1 and s2 
are the standard deviations of the brightness values found in all bands of each dataset in the 
neighborhood, respectively. BVi1 is the ith brightness value of the pixels found in all bands of 
image 1 in the neighborhood, BVi2 is the ith brightness value of the pixels found in all bands of 
image 2 in the neighborhood, n is the total number of the pixels found in all bands of each 
dataset in the neighborhood, and µ1 and µ2 are the means of brightness values found in all bands 
of the two date (1 and 2) images in the neighborhood, respectively. 

Slope (a) and y-intercept (b) are calculated using the following equations from the least squares 
estimates: 
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Figure 5-19 summarizes the steps required to implement the change detection based on 
neighborhood correlation image analysis and decision tree classification, including:  

a. Geometrically and radiometrically preprocess the multi-temporal remote sensor data 
(previously discussed).  

b. Create multi-level Neighborhood Correlation Images (NCIs), i.e., correlation, slope, 
and intercept images (bands) based on neighborhood configuration.  

c. Collect training/test data from the multi-date, multi-channel dataset (e.g., eight 
spectral bands plus multi-level NCI features: correlation, slope, and intercept).  

d. Use the training/test data to generate the production rules to extract “from - to” 
change information based on decision tree logic classification and create a change 
detection map.  

e. Perform an accuracy assessment to determine the effectiveness of the change 
detection model. 
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Figure 5-19. The steps required to perform change detection using Neighborhood Correlation 
image analysis and decision tree classification (adapted from Im et al., 2005).  

 

Digital frame camera imagery of a residential study area located in Edisto Beach near 
Charleston, SC, demonstrates the utility of Neighborhood Correlation Images for change 
detection (Figure 5-20ab). The data were obtained on September 23, 1999 and October 10, 2000 
in four spectral bands (blue, green, red, and near-infrared). Both dates of imagery were geo-
referenced to a Universal Transverse Mercator projection with an RMSE < 0.5 pixels. The data 
were radiometrically normalized using water and bare soil radiometric ground control points 
identified as pseudo-invariant pixels using techniques described in Chapter 4.0. Regression 
equations allowed the individual 1999 multispectral bands to be radiometrically normalized to 
the 2000 multispectral bands. Correlation, slope, and intercept images derived from the multi-
date images are displayed in Figure 5-21.  
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Figure 5-20. Multiple date imagery of an area in Edisto Beach, SC, at 1 x 1 ft. spatial resolution. 
New residential housing is highlighted in red and new cleared land is highlighted in yellow 
(adapted from Im et al., 2005). 

 

The correlation coefficient (r) indicates the spectral change between the two images on a pixel 
by pixel basis. However, high correlation does not always guarantee that change has not 
occurred. For example, Figure 5-22 displays the results of examining just three locations within 
the 1999 and 2000 high spatial resolution images. Sample A is from an unchanged area 
(Developed on both dates).  Samples B and C are from changed areas (Grass to Barren, and 
Barren to Developed, respectively). All three locations exhibit high correlation (i.e., r > 0.8). 
Thus, locations B and C are not separable from the unchanged area based solely on correlation 
coefficient information with a threshold of r = 0.8. However, when we consider the slope and y-
intercept of the regression lines shown in Figure 5-22, we find that B and C are from changed 
areas. Ideally, a pixel from an unchanged area will have a slope of ~ 1 and a y-intercept near 0 
similar to sample A shown in Figure 5-22. Conversely, change areas like B and C have relatively 
higher or lower slopes and y-intercepts. In this example, location B has a slope of ~1.8 and its y-
intercept is ~25. Location C has a slope of < 0.5 and a negative y-intercept. Consequently, 
locations A, B, and C can be distinguished as being change or no-change by incorporating slope 
and intercept data in addition to correlation information.  
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Figure 5-21. Three neighborhood correlation images derived from multiple-date imagery 
(adapted from Im et al., 2005). 
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Figure 5-22. Correlation results associated with the Edisto, SC, multiple-date imagery (adapted 
from Im et al., 2005). 

 

Decision tree logic can be used to classify the multi-date composite image datasets consisting of 
two dates of image data plus the three NCI features (correlation, slope, and intercept). Rules 
generated from the C5.0 decision tree were used in an expert system to identify “from-to” change 
information on a pixel by pixel basis (Figure 5-23). 

Significance of the Neighborhood Correlation Image change detection to the Census Bureau: 
The algorithm provides valuable “from-to” change detection information. An ERDAS Imagine 
model of the algorithm is available from Im et. al (2005). A decision-tree classification algorithm 
is required for optimum application. 
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Figure 5-23. “From-to” change information based on Correlation Image Analysis and decision 
tree classification (adapted from Im et al., 2005). 

5.2.6 Spectral Change Vector Analysis 

When land undergoes a change between two dates, its spectral appearance in several bands of 
imagery normally changes. For example, consider the red and near-infrared spectral 
characteristics of a single pixel displayed in two-dimensional feature space shown in Figure 5-
24. It appears that the land cover associated with this particular pixel has changed from Date 1 to 
Date 2 because the pixel resides at a substantially different location in the feature space on Date 
2. The vector describing the direction and magnitude of change from Date 1 to Date 2 is called a 
spectral change vector (Malila, 1980; Chen et al., 2003; Warner et al., 2009; Carvalho et al., 
2011).  
 
The total change magnitude per pixel (CMpixel) is computed by determining the Euclidean 
distance between end points through n-dimensional change space (Michalek et al., 1993):  
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where BVi,j,k(date2) and BVi,j,k(date1) are the Date 1 and Date 2 pixel values in band k.  
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Figure 5-24. Characteristics of Spectral Change Vector Analysis (adapted from Jensen, 2005; 
Carvalho et al., 2011). 

 

A scale factor (e.g., 10) can be applied to each band to magnify small changes in the data if 
desired. The change direction for each pixel is specified by whether the change is positive or 
negative in each band. Thus, 2n possible types of changes can be determined per pixel (Virag and 
Colwell, 1987). For example, if three bands are used there are 23 or 8 types of changes or sector 
codes possible (Figure 5-25).  

Change vector analysis outputs two geometrically registered files; one contains the sector code 
and the other contains the scaled vector magnitudes. The change information may be 
superimposed onto an image of the study area with the change pixels color-coded according to 
their sector code. This multispectral change magnitude image incorporates both the change 
magnitude and direction information. The decision that a change has occurred is made if a 
threshold is exceeded (Virag and Colwell, 1987). The threshold may be selected by examining 
deep-water areas that have not changed (if present), which should be unchanged, and recording 
their scaled magnitudes from the change vector file. Figure 5-24b illustrates a case in which no 
change would be detected because the threshold is not exceeded. Conversely, change would be 
detected in Figure 5-24c,d because the threshold was exceeded. The other half of the information 
contained in the change vector, that is, its direction, is also shown in Figure 5-24c,d. Direction 
contains information about the type of change. For example, the direction of change due to 
clearing should be different from change due to regrowth of vegetation.  
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Figure 5-25. Spectral Change Vector sector codes (Source: Jensen, 2005). 
 
Change vector analysis has been applied successfully to detect changes in forest in Idaho 
(Malila, 1980), mangrove and reef ecosystems along the coast of the Dominican Republic 
(Michalek et al., 1993), and agriculture in Brazil (Varvalho et al., 2011).  It is the change 
detection algorithm of choice for producing the MODIS Vegetative Cover Conversion (VCC) 
product being compiled on a global basis using 250 x 250 m surface reflectance data (Zhan et al., 
2002). The method is based on measuring the change in reflectance in just two bands, red (red) 
and near-infrared (nir), between two dates and using this information to compute the change 
magnitude per pixel,  
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The change magnitude and angle information is then analyzed using decision-tree logic to 
identify important types of change in the multiple-date MODIS imagery (Zhan et al., 2002). 
Chen et al. (2003) developed an improved change vector analysis methodology that assists in the 
determination of the change magnitude and change direction thresholds. Carvalho et al. (2011) 
developed improved methods of computing the spectral direction of change using the Spectral 
Angle Mapper and Spectral Correlation Mapper spectral-similarity measures. The chief 
advantage of this approach is that it generates a single image of change information insensitive to 
illumination variation.  
 
Significance of Change Vector Analysis to the Census Bureau:  Change Vector Analysis is a 
robust algorithm that provides “from-to” change information. However, one must have access to 
a Change Vector Analysis program. 
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5.2.7 Vendor: Intergraph, Inc., Leica Photogrammetry Suite and ERDAS Stereo 
Analyst  

The Leica Photogrammetry Suite (LPS) and Stereo Analyst work hand-in-hand with one another. 
The LPS is used to prepare the individual overlapping aerial photography in a block of 
photography so that planimetric (x,y) and/or three-dimensional (x,y,z) information can be 
extracted. The LPS uses a) information about the geometric characteristics of the camera to 
perform interior orientation, and b) ground control point (GCP) data on the ground and tie points 
such as road intersections that can be seen in the overlapping photographs to perform interior 
orientation.  The data are then subjected to a photogrammetric aero-triangulation procedure. 
Byproducts of this procedure include a) a block of stereo pairs that can be analyzed to extract 
planimetric and/or topographic information (Figure 5-13a,c), b) the creation of a digital surface 
model based on the parallax characteristics of the same point viewed from two different vantage 
points, and c) orthophotos that have most of the effects of terrain relief displacement removed.  

An analyst then uses anaglyph glasses and the ERDAS Stereo Analyst software to analyze the 
specially-prepared stereo pairs to extract planimetric features of interest (e.g., building footprints 
and road centerlines) and/or topographic information such as the building heights. In addition, 
very accurate contours can be extracted from the stereo model using the floating mark or raster 
processing of the digital surface model.  Building footprints and road network information 
derived using Stereo Analysts are shown in Figure 5-14bc. The geospatial information is output 
in ArcGIS shapefile format.  

Significance of the Leica Photogrammetry Suite and ERDAS Stereo Analyst software to the 
Census Bureau: The Leica Photogrammetry Suite and ERDAS Stereo Analyst are excellent 
photogrammetric programs.  Together they can be used to obtain almost all of the high-quality 
building footprint and road network information that the Census requires. However, several 
important factors must be considered, including: 1) high-quality vertical aerial photography is 
usually acquired by a metric camera that has a detailed camera calibration report, 2) sufficient 
ground control is necessary for the exterior orientation and aerotriangulation (although much of 
this information is now being collected via onboard inertial navigation and  onboard GPS data), 
3) it is best if the analyst understands photogrammetric principles and is adept a extracting 
information in stereo using the floating mark, and 4) the information extraction can be time-
consuming. However, the results obtained using properly-prepared stereo pairs is extremely 
accurate and could represent a nationwide database of building footprints (or centroids) and very 
accurate road network information (as well as stream, water body, and other features if desired).  
Once the nationwide database is in place, only new structures, roads, and other features of 
interest need to be updated on a periodic basis. 

5.2.8 Vendor: Trimble Navigation Ltd., eCognition  

Definiens eCognition (Trimble Navigation, Inc.) has a program that will perform change 
detection using information derived using their object-based image analysis (OBIA) software 
(Weise, 2012). The Date 1 file consists of very high-quality vector building footprint information 
obtained from in situ surveying or photogrammetric data analysis.  Registered Date 2 high spatial 
resolution imagery is then processed using eCognition software to extract building footprints. 
The Date 1 and Date 2 vector building footprint information are then compared and a new digital 
database consisting of building change polygons is created.  The analyst has the opportunity to 
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evaluate each of the new change vector polygons to determine whether it is correct or incorrect 
(Weise, 2012). An example of the application of eCognition object-based image analysis applied 
to two dates of imagery was demonstrated in Figure 5-17 dealing with Post-classification 
Comparison Change Detection. 

Significance to eCognition OBIA software to the Census Bureau:  Provides detailed polygonal 
information about the location of new buildings or parts of new buildings that have been built 
since Date 1. Unfortunately, the software currently only functions using the Date 1 cadastral 
quality building footprint information which is a serious limitation because many of the counties 
in the United States do not have such information. Conversely, eCognition OBIA can be applied 
to Date 1 and Date 2 imagery. However, it should be noted that building polygons obtained on 
Date 1 using eCognition OBIA will not necessarily have the same dimensions as those obtained 
in the Date 2 imagery due to system (e.g., look angle), environmental, and/or software settings 
(e.g., the weighting of spectral versus spatial information and the image segmentation scale) 
considerations. Therefore, spurious change can be introduced when comparing polygons or 
linear features derived from the Date 1 imagery with polygons or linear features derived from the 
Date 2 imagery. The analyst must carefully adjudicate whether the change is accurate or a 
function the aforementioned parameters. 
 

5.2.9 Vendor: Pictometry International, Inc., ChangeFindr 

New residential and commercial buildings are constantly being built. Buildings are often 
demolished to make way for new structures. People make additions to their homes. Pictometry 
International’s ChangeFindr software creates GIS polygon building outlines (Figure 5-26a). 
These building outlines can be compared with Date 2 imagery and the changes flagged for 
verification and analysis. This technology can also compare existing building outlines derived 
from other sources to new Pictometry imagery to find changes (Pictometry ChangeFindr, 2012). 
Changes are highlighted and classified as either: 
 

 New,  
 Changed (e.g., Figure 5-26b),  
 Possible Change,  
 Existing,  
 Demolished, or  
 Unknown. 

  
ChangeFindr combines Pictometry® Electronic Field Study™, Pictometry® Change Analysis™ 
software and change candidate files (Pictometry, 2012). The Pictometry Change Analysis 
software makes it possible for users to view side-by-side visual comparisons of properties over 
time using aerial oblique as well as orthogonal (vertical) imagery. When looking at any new 
image, Change Analysis automatically locates the corresponding image from the past, even with 
changing views or directions. Users can overlay GIS data on top of the imagery and they can 
measure height, distance and area on the imagery. The change candidate file allows the user to 
review and categorize each change identified by the process for follow-up action. This 
technology can also compare existing building footprints (e.g., from a county database) to new 
Pictometry vector data created for the process of change detection.   
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Significance of Pictometry ChangeFindr software to Census Bureau change detection:  Given 
sufficient funds to acquire the high spatial resolution Pictometry imagery and process the data, 
ChangeFindr can be used to identify the location of all residential building footprints, any new 
building footprints, and any changes to building footprints through time. Interestingly, changes 
in building footprints can sometimes signal the addition of residential living space where 
additional people may reside. ChangeFindr is a robust, relatively expensive, but accurate semi-
automated photogrammetric solution to identifying residential housing construction through 
time. Please see the white paper prepared by Pictometry in Appendix B. 
 

 
 
Figure 5-26. a) An example of extracted building footprints highlighted in red. b) A change in 
building structure highlighted in red (images courtesy of Pictometry, International, Inc.). 
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5.2.10. Vendor: Pictometry International, Inc., Rooftop Measurement Reports 

Pictometry International, Inc., offers Roof Measurement Reports about individual building 
rooftops.  The information automatically extracted from the vertical and oblique Pictometry 
aerial photography (Figure 5-27ab) using stereoscopic photogrammetric analysis techniques 
includes a detailed planimetric drawing of each rooftop, including information about area per 
facet (Figure 5-27c), pitch values, pitch direction, linear lengths for every proof plane; ridge, hip, 
valley, eave, rake and step-flashing. The information about the rooftop can be distributed via an 
App (Pictometry Roof Report, 2012).  

 

Figure 5-27. a) Pictometry image looking North. b) Image looking South. c) The area of 
individual roof facets (images and rooftop computation courtesy of Pictometry International, 
Inc.). 
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Significance of Pictometry Rooftop Reports to Census Bureau:  Obviously, the Census Bureau 
does not need to know this amount of detailed information about a residential building rooftop.  
The important thing to remember is that this type of photogrammetric extraction is operational 
and can be applied to almost every home and multiple-family dwelling in the United States at 
this time. The Census only needs to have a centroid associated with each rooftop. 

5.2.11 Vendor: Exelis, Inc., ENVI EX Thematic Change Detection    

ENVI (Environment for Visualizing Images) software marketed by Exelis, Inc., provides a more 
robust set of change detection algorithms in their “EX” software which includes “Thematic 
Change Detection”. This algorithm uses the post-classification comparison logic previously 
discussed to compare a Date 1 classification map with a Date 2 classification map (Exelis ENVI 
EX Thematic Change, 2012c).  In addition to querying which pixels have changed class 
assignment from date 1 to date 2, it allows the user to remove the salt and pepper noise in the 
Export Thematic Change Image (or change vectors) that is produced and to remove small regions 
using an aggregation algorithm.  The statistics associated with the “from-to” classes can be 
exported for analysis. The actual rules are based on fuzzy tolerance, membership grade functions 
and logic parameters as discussed in Jensen (2005). 

Significance of ENVI EX Thematic Change Detection to the Census Bureau: ENVI software 
contains a robust post-classification comparison change detection wizard. Of course, the 
accuracy of the change identified is a function of the accuracy of the two thematic classification 
maps analyzed using the program. 

5.2.12 Vendor:  Exelis, Inc., ENVI EX Feature Extraction with Rule-Based 
Classification    

ENVI’s EX Feature Extraction with Rule-Based Classification procedures is based on object-
oriented image analysis (OBIA) rather than traditional per pixel classification methods (Exelis 
ENVI EX Feature Extraction, 2012).  It incorporates spatial, spectral (brightness and color) 
and/or textural characteristics to define objects in a single remote sensing image. As with the 
eCognition software previously discussed, transforming pixels with homogeneous spectral and 
spatial characteristics into homogeneous vector objects requires careful judgment and 
experimentation. Once the imagery is segmented into objects, the objects are classified using 
supervised or rule-based classification logic (Figure 5-28). Results from the rule-based 
classification methods are often superior to the traditional supervised or unsupervised 
classification because they can take into account spatial and spectral properties. For example, if 
an analyst was trying to extract building rooftops from high spatial resolution color-infrared 
imagery then the rule attributes specified might include information about the object’s NDVI 
mean value (since rooftops have no vegetation on them), the object’s shape (it should be 
rectangular), and have a user-defined threshold area (m2) based on the part of the country being 
investigated (e.g., the presence or absence of trailers could be important). Once a rule set is 
found useful, it can be saved and applied to other geographic areas with similar building rooftop 
characteristics.  Of course, it would be ideal to hold as many remote sensing system and 
environmental variables as constant as possible to have the rules function properly. The building 
rooftop polygons can be output as shapefiles (Figure 5-28b). 

Significance of ENVI EX Feature Extraction software to the Census Bureau: This is a robust 
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program that is based on image segmentation and machine-learning logic.  Sophisticated rule-
sets can be developed that take into account spatial, spectral, and textural information in the 
remote sensor data. The procedures can be used to identify building rooftops and roads.  The 
program does not conduct change detection. Instead, the exported shapefile of land features from 
the Date 1 imagery must be compared to the shape file extracted from the Date 2 imagery to 
detect change. 

 

Figure 5-28. a) The logic associated with the ENVI EX Feature Extraction based on Rule-based 
Classification procedures. b) An example of building rooftops extracted using the software 
(adapted from Exelis ENVI FX Feature Extraction, 2012). 

 

5.2.13 Vendor: Overwatch Visual Learning Systems, Inc., Feature Analyst  

Feature Analyst – This is a Visual Learning Systems, Inc., software plug-in for Esri ArcGIS and 
ERDAS Imagine that is used to collect vector information such as roads, buildings, and 
hydrography from digital remote sensor data (www.featureanalyst.com).  Feature Analyst allows 
users to conduct learning (supervised or unsupervised) using both the spatial and spectral 
characteristics of the training data plus the characteristics of the surrounding pixels. Supervised 
learning allows the following features to be selected: narrow linear feature (<10 m); wide linear 
feature (>10 m); natural feature; small man-made feature (<5 m); man-made feature (>5 m); land 
cover feature; water mass feature; and building feature (Overwatch Feature Analyst, 2012b). The 
Feature Analyst Learner can develop rules based on reflectance, discrete (e.g., scanned maps), 
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texture and elevation information. Analysts can use specially-prepared templates optimized for 
the extraction of feature classes such as man-made objects. Users can also create their own 
specialized templates. In addition, hierarchical machine learning can be used to remove clutter 
(noise or false positives), add missing features, and augment the learning process by specifying 
examples of correct and incorrect previously extracted features (including the elimination of 
polygons that are shaped differently from the target feature). Feature Analyst then reclassifies the 
results based on what it learns from the correct and incorrect examples. Examples of building 
footprints extracted using Feature Analyst are shown in Figure 5-29. 

The Image Fusion program can be used to subtract images or bands in multiple date imagery. 
The Professional version of Feature Analyst allows the use of a) an unlimited number of image 
bands, b) Feature Level Change Detection, c) 3-D Feature Extraction, and d) the Building 
Collection Toolkit (Overwatch Feature Analyst, 2012a). The Feature Level Change Detection 
workflow is based on the analysis of a composite multiple-date image dataset (Date 1 and Date 
2). Point, line, or polygon training data is then extracted for “new feature classes” from the 
composite dataset targeting either features added over time or features lost over time. The 
Building Collection Toolkit minimizes the amount of user input that is required to extract a 
complete building from RGB and panchromatic imagery along with its various attributes (e.g., 
area, length, orientation, perimeter, and width). It is important to remember, however, that the 
building footprints extracted using the toolkit may not be in their true planimetric location. This 
is because the footprints are derived from a single image using procedures that do not take into 
account building relief displacement which is taken account when buildings are extracted from 
stereoscopic imagery using photogrammetric techniques previously discussed.  

Significance of Feature Analyst to Census Bureau: Feature Analyst is a very useful digital image 
processing program that functions as an ArcGIS plugin.  It utilizes many state-of-the-art 
algorithms including hierarchical machine learning to refine results originally obtained using 
supervised or unsupervised learning.  It has a formal building extraction toolkit that works well 
on high spatial resolution imagery.  It has a formal change detection module that processes a 
multiple-date layerstack of imagery to identify specific types of change.  Buildings, roads, and 
other features extracted from imagery are output to Esri shapefiles.   

 

Figure 5-29. a) Individual buildings extracted using Feature Analyst and squared-up. b) 
Conversion of the building footprints to points (images courtesy of Overwatch Visual Learning 
Systems, Inc.).   
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5.2.14 Vendor: GeoEye Interactive RoadTracker in Overwatch Visual Learning 
Systems, Inc. Feature Analyst 

GeoEye Interactive RoadTracker which was developed by GeoEye, Inc., and is an extension to 
Overwatch Visual Learning System’s Feature Analyst which functions in ArcGIS (Andrews, 
2007). The program is used to extract individual roads or the entire road network in a region 
using panchromatic or multispectral orthophotos (Nolting, 2012).  It can be used to identify 1) 
individual roads by placing the cursor at two locations on a potential road segment as shown in 
Figure 5-30ab, or 2) all of the roads within a region by dragging the cursor to create a user-
specified area-of-interest (AOI) (not shown). It can also track trails, driveways, and other 
curvilinear features. RoadTracker also includes automatic feature attribution and other smart 
editing tools for collecting linear features. 

Significance of Roadtracker to the Census Bureau: Roadtracker could be used to identify the 
roads present in both the Date 1 and Date 2 imagery. Changes in the road network could then be 
identified.  Conversely, Roadtracker could also be used to identify road centerlines in a new 
orthoimage and then compare these centerlines with those found in the MAF/TIGER database. 
The software generates shapefiles that can be used for comparison or road network updating. The 
geometric accuracy of the road centerline information is only as good as the RMSE geometric 
characteristics of the orthoimagery. The software is available from Visual Learning Systems, Inc. 

 

Figure 5-30. a) The cursor is placed at the beginning and ending points of a desired feature of 
interest. b) RoadTracker extracts the road segment and stores it as a shapefile (images courtesy 
of GeoEye, Inc. and Visual Learning Systems, Inc.). 

5.2.15 Vendor: Google Labs, Google Earth Engine 

On December 2, 2010, Google Labs launched Google Earth Engine,  a new technology platform 
that placed a petabyte of historical and current remote sensing data (e.g., more than 40 years of 
Landsat MSS and TM data) online for the first time (Moore, 2010). The platform allows 
scientists to use Google's extensive computing infrastructure—the Google “cloud”—to analyze 
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this imagery. Partners can develop, access and run algorithms on the full Earth Engine data 
archive, all using Google's parallel processing platform (Google Earth Engine, 2012). Google 
donated 10 million CPU-hours in 2011 and 2012 on the Google Earth Engine platform to 
strengthen the capacity of developing world nations to track the state of their forests (Regalado, 
2010). For the least developed nations, Google Earth Engine will provide critical access to 
terabytes of data, a growing set of analytical tools and high-performance processing capabilities.   

Significance of Google Earth Engine to Census Bureau Change Detection: While the initial 
emphasis on the use of the Google Earth Engine has been to detect deforestation in developing 
countries, the technology has significance for Census Bureau urban change detection. For 
example, a recent Earth Engine example documents land cover change of Las Vegas, NV, from 
1999 - 2010 using Landsat TM data processed in the "cloud" (http://earthengine.google.org/ 
#intro/ VegasTimelapse). The Census Bureau should consider becoming partners with Google 
Labs and determine how the Earth Engine cloud computing environment and its application 
programming interface (API) might be used to stratify areas that appear to have changed or 
perhaps to identify specific types of change if high spatial resolution imagery is eventually 
included in the cloud and the appropriate change detection algorithms are in place.  The utility of 
the Earth Engine is that all of the data are stored online (not at the Census) and the data are 
processed using the Google tools provided online.  Thus, there might be minimal data cost and 
digital image processing hardware and software requirements for the Census.  Of course, any 
change detection results extracted using the Google Earth Engine cloud will be a function of how 
well the free imagery are radiometrically and geometrically preprocessed prior to analysis. Also, 
analysts are totally dependent upon the type and date of free imagery placed in the archive. 
Please note that Google’s Terms of Service policies are different for U.S. government users than 
for individuals. These policies need to be examined by appropriate Census legal staff before 
proceeding with any major Earth Engine developments. 
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6.0 Utilizing Collateral Data in the Change Detection Process 
 
The primary goal of the original TIGER data base design was to use address ranges to place 
(geocode) a housing unit into the correct tabulation unit (block). The data base was created to 
support internal Census operations and was not envisioned as a GIS database that ultimately 
would be used by thousands of external organizations. The Census Bureau decision to utilize 
housing unit structure points as the primary basis for geocoding has, perhaps unintentionally, 
imposed the requirement for the MTdb to become an accurate GIS database. The representation 
of street centerlines and resultant blocks has to ensure that structure points collected by field 
based GPS are contained by the proper polygon. This association is supported by point in 
polygon based geocoding of each housing unit rather than by interpolation of the housing unit 
location from address ranges along a road edge.   
 
It is important to understand capabilities of information resources (collateral data) and their 
relationship to detecting changes to the MTdb. The MTdb is the core business asset of GEO. It is 
a vector GIS database consisting of a set of geographic features and associated attributes. It 
consists of point level representation of housing units, linear features that represent 
transportation and hydrological features and polygonal features that form faces, tabulation units, 
and administrative boundaries. Each of these MTdb features must be associated with attributes, 
e.g., street names, addresses, and administrative codes. As with any GIS data, maintenance is a 
continuous process subject to topology and attribute rules. Change detection is simply the 
discovery of desired modifications to the MTdb. Operationally change detection consists of four 
stages:   
 
1. Identify where change has occurred, 
2. Determine whether the change meets a threshold for editing,   
3. Create, modify or delete geographic features, and  
4. Determine need for attributes; identify and add authoritative attributes.  
 
External information that is not part of the current content of the MTdb is required to perform 
each of these steps. The external sources consist of (1) comparable data from commercial or 
public partners, (2) direct field observation, or (3) imagery-derived information (including 
LiDAR). These three sources vary considerably in their characteristics and functionally for 
maintaining the MTdb. Possibly the richest and most comparable external data are authoritative 
address points, street centerlines and boundaries (government and parcels) provided by a local 
government partner in GIS format. In fact, these GIS data are usually the only source for features 
with no visible boundaries such as governmental units and parcels. These GIS features aid in 
each of the four steps described above and with the proper conflation and editing tools can serve 
as preprocessed data ready to be handled by the MAF/TIGER Core API for Updating.  
 
To clarify the use of the words “authority” and “authoritative” as it applies to geospatial data we 
provide below a summary of terms assembled for the FGDC Subcommittee for Cadastral Data 
(FGDC, 2008). 
 

 



 

161 
 

 Authoritative Data – Officially recognized data that can be certified and is provided by 
an authoritative source. 

 Authoritative Data Source – An information technology (IT) term used by system 
designers to identify a system process that assures the veracity of data sources. These IT 
processes should be followed by all geospatial data providers. The data may be original 
or it may come from one or more external sources all of which are validated for quality 
and accuracy. 

 Authoritative Source – An entity that is authorized by a legal authority to develop or 
manage data for a specific business purpose. The data this entity creates is authoritative 
data. 

 Authority – In the context of public agencies it is the legal responsibility provided by a 
legislative body to conduct business for the public good. 

 Authorization – The result of an act by a legislative or executive body that declares or 
identifies an agency or organization as an authoritative source. 

 
6.1 Imagery 
 
The emergence of Google map satellite view has changed our awareness and use of imagery. No 
longer are images considered to be huge data sets that require specialized software tools to 
access. Google has given anyone who can access a web site quick and free access to relatively 
high resolution images of any place on the Earth. Furthermore, Google has established 
partnerships and invested its own resources to continuously update its image content. In fact 
many local communities believe that one of best ways to serve their taxpayers is to have Google 
host their imagery. One question for this report is how to best utilize the vast repositories of high 
resolution imagery to help maintain the MTdb, given the usage and licensing conditions of the 
data suppliers and the resources available for this task by the Census Bureau.   
 
Any imagery source that is  composed of pixels can be transformed into raster GIS data. This 
transformation requires human (supervised) or automated (unsupervised) selection of a subset of 
pixels that represent the features of interest (dwelling units and roads). Fully automated 
(unsupervised) image processing techniques will generate a binary or crude land cover 
classification of pixels (road/non-road; water, vegetation, bare earth, building rooftop material). 
Many local governments acquire high resolution imagery on a regular cycle and some rapidly 
growing counties schedule annual flights collecting imagery with a resolution of one foot or less. 
With this imagery it is possible to visually identify structures in relationship with road features 
and a host of GIS data themes. The Census Bureau has established numerous partnerships to 
build an image catalog that facilitates the inspection of MSPs and road features with such 
imagery. When the imagery is more recent than the MSPs, then an operator can visually analyze 
and adjust the MSPs. This operation can be facilitated by rule-based geoprocessing operations 
that, for example, flag MSP features that are too close to an MTdb road centerline.  
 
To be compatible with the MTdb, any selected subset of pixels must be converted to GIS points 
or vector representations. This operation requires a validation of the modeling process used to 
select the pixels and an accuracy assessment (Section 7.0) to establish confidence in the 
representation of a new structure or road feature. The creation of attributes for structure points or 
transportation features requires either field observation or additions from GIS data provided by 
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an authoritative source. This suggests that the image-based approach to change detection may be 
best served by guiding the discovery of new features rather than generating the new features 
directly from the pixels. For example, a human photo interpreter is better equipped to distinguish 
barns from houses in a rural setting. It is also much easier and accurate to manually place a point 
on a roof than to expect an algorithm to find the edges of the roofs for all buildings in a scene, 
create building polygons, and then generate centroids. By displaying MTdb features on a current 
image backdrop an operator can quickly create new features, and delete or modify existing ones. 
However, careful review is required to ensure that new points are not simply different 
representations of the same structure and that new roads are not trails. Furthermore, 
independently, the pixels in an image provide little or no information regarding the 
characteristics of structures or road features. While the width, length and connectivity of a road 
feature created from imagery can provide clues about its classification, its name and other 
attributes must come from a source other than the image. Even a structure derived from LiDAR 
data only provides geometric clues about whether it is a dwelling unit rather than a garage, shed, 
or barn.  
 
GEO has used imagery successfully in this fashion in the past. Prior to the 2010 decennial 
census, the Update Operations Branch implemented an interactive change detection and feature 
capture program as part of the final stages of MTAIP. For 174 county files, staff digitized new 
features and re-digitized misaligned features using ArcMap in a process called Targeted Updates 
of Road Features Using Imagery (TURFUI). The new updates were batch processed using the 
Batch Feature Update System (BFUS). The re-digitized updates were aligned using the 
Geographic Aquis-Based Topological Real-time Editing System (GATRES) software (Census 
Bureau, 2012). 
 
6.2 Issues Related to Change Detection and Geocoding  
 
Dating from DIME, addresses were assigned to the left or right side of a street segment based on 
the direction of the road edges and the relationships of the edges to the block faces which 
allowed the assignment of an address to a block. The geocoding procedure changed with the 
creation of a point level representation of every dwelling unit. In most cases, the Bureau now has 
an x,y coordinate associated with an address (via the MAF unit). Therefore, the assignment of 
mailing addresses to blocks can now be performed through standard point in polygon 
geoprocessing operations. Ideally, the quality of the MTdb can be evaluated directly on the basis 
of the ability to make the assignment of an address to the correct block. Multifamily units and 
group quarters may have multiple addresses associated with a single point. Addresses provided 
by the USPS, commercial firms, or local partnerships that do not have a corresponding MSP 
indicate that there is a need to update the MTdb. In effect, these addresses without an MSP 
(which may or may not be geocodable) may indicate where change has occurred and the need to 
update the MTdb.  
 
For the 2010 decennial census, the goal was to assign structures to the correct Census block.  To 
pinpoint the correct location within the block, during the Address Canvassing operation 
enumerators captured a GPS point to indicate a housing unit’s location. Later these MSP points 
were used to assign structures to tabulation blocks. The MTdb linear features in Figure 6-1 
highlight the importance of accurate roads, rail lines and hydrological features in the creation of 
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blocks. The diagram also demonstrates the need for MSPs to be properly located with respect to 
the linear features that form these blocks.  Without supplementary information about block 
assignment, this type of topological geocoding requires precise and current geometric 
relationships. Any point that is close to a road feature has the potential for being assigned to the 
wrong block. If a road is not accurately positioned or does not represent the complexity of its 
actual shape, then an accurately located MSP can be contained by the wrong block. The tight 
coupling of MSPs, linear features, and faces (polygons) is enforced through a rigorous set of 
geometric operations that create a persistent topological structure used for TIGER linear features.  
 

 
 
Figure 6-1. a) Misalignment of structure locations and road networks results in incorrect 
assignment of housing units to blocks. b)  Correctly aligned structure points and/or roads 
(Source: Census Bureau, 2002, Informational graphic, illustrating the need for the MAF/TIGER 
Enhancement Project).  
 
 

Therefore, the long term MTdb maintenance has two goals. First, the current MTdb needs to 
ensure that the components of the geocoding process (linear features that form boundaries and 
MSPs) are meeting the business need, i.e., do the MSPs fall in the correct block? The second 
goal is keep the MTdb current throughout the decade so that its features reflect the current 
situation on the ground.  
 
The MTdb is a wall–to–wall coverage of polygonal units or faces that are created through the 
topological overlay of transportation networks, hydrological features, and governmental unit, 
administrative, and statistical  boundaries. This overlay process generates edges that are joined to 
create faces. Basically, the larger the number of linear features that are incorporated into the 
MTdb, the greater the number of faces.  
 
The maintenance process could be simplified by altering the current MTdb data model in which 
all edges are integrated into one graph, and instead, create a subset of the data that consists of 
only significant transportation, hydrological and some critical non visible features that are used 
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to create edges and faces that make up collection and tabulation blocks. Additional feature 
content could be held as a separate database layer. For example, in most locally maintained street 
centerline files only S1100, S1200 and S1400 road features (Table 6-1) include names and 
addresses. Furthermore, they are the features used for E911 and maintained by local authoritative 
sources. By separating the other types into an independent data layer, there would be many fewer 
elemental faces, but enough would remain to form blocks that would serve the geocoding needs.  
 
 

Table 6-1. MAF/TIGER Feature Class Codes for roads  
(Source: Census Bureau, 2009, MTPS User Guide) 

 
S1100  Primary Road (limited access) 
S1200  Secondary Road  
S1400  Local Neighborhood Road, Rural Road, City Street  
S1500  Vehicular Trail (4WD)  
S1630  Ramp  
S1640  Service Drive usually along a limited access highway  
S1710  Walkway/Pedestrian Trail  
S1720  Stairway  
S1730  Alley  
S1740  Private Road for service vehicles (logging, oil fields, ranches, etc.)  
S1750  Private Driveway 
S1780  Parking Lot Road  
S1820  Bike Path or Trail  
S1830  Bridle Path  
S2000  Road Median  

 
 
Figure 6-1 also highlights the need for MSPs to be separated from the linear features that form 
the blocks. Since the MSPs are protected by Title 13 restrictions there have been few reports on 
the quality of the positions of these points collected by the field operations. The important 
criterion from the Census Bureau’s geocoding perspective is to ensure that the point is contained 
within the correct block. Therefore, any point that is close to a road feature has the potential for 
being assigned to the wrong block. A useful test of whether a point falls in the correct block is 
the relationship to the land parcel. Ideally, any MSP that was collected utilizing GPS according 
to the field collection guidelines (see Section 1.4, Figure 1-3) would be contained by a parcel. If 
it is not contained by a parcel, then it is likely to be in the right of way between the parcel and 
the TIGER road centerline. It is important to note that in an experiment conducted by Guptill as 
part of the 2011 “Summer at the Census Program” more than 25% of the MSPs in Loudoun 
County, VA, were not contained by any parcel polygon. Only slightly more than 50% of the 
MSPs were located in a parcel with a matching house number (Guptill, 2011). Furthermore, it is 
recognized that during the field data collection process, limited access to housing units (gated 
neighborhoods, dogs, fences, etc.) resulted in the collection of MSPs that do not meet the 
collection guidelines. 
 
The field collection guidelines for MSPs also highlight a significant problem with the short and 
long term adjustment and maintenance of those data. Since dwelling units are represented as 
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point level features, a fundamental question is where to collect the point or what part of the 
structure should be represented. According to the “Global Positioning System (GPS) Field Data 
Collection Guidelines” (Version 4.0) a MAF Structure Point cannot be located on a structure. 
As a result, MSPs collected by the Census Bureau are not placed within a building polygon and  
do not coincide with rooftop  address point as collected by most local governments. For example, 
for developed parcels Loudoun County, VA, locates an address point within the polygon 
representing a building footprint. If the parcel is undeveloped the address point is located at the 
geometric center of the parcel (Figure 6-2). In rural areas the relationship between MSPs, address 
points, parcels, and roads can become very confused. For example, it is possible to have several 
TIGER roads and even blocks within a single parcel (Figure 6-3). The Loudoun County, VA, 
data has multiple address points with the same address that may or may not associated with an 
actual dwelling unit (Figure 6-4).  
 

 
Figure 6-2. Loudoun County, VA, address points associated with developed and undeveloped 
parcels (Source: Cowen).  
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Figure 6-3. Relationship between county centerlines and TIGER roads, blocks, and address 
points in Loudoun County, VA. Parcels are the numbered colored polygons.  It should be noted 
that several blocks formed by TIGER roads exist within a single parcel (Source: Cowen).  
 

 
 
Figure 6-4. Example address points from Loudoun County, VA, in a rural area. Note that 
multiple structures have the same address (Source: Cowen). 
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In summary, due to the nature of the field data collection process, the MSPs are not contained by 
a structure polygon and do not coincide with the  typical rooftop address points or parcel 
centroids maintained by local governments. From the viewpoint of MTdb maintenance, this is a 
significant issue. It means that there are no simple automated geoprocessing tools that can be 
used to compare an MSP with the representation of that point in the local authoritative database. 
For example, from a quality control perspective, it would be useful to associate an MSP with the 
parcel that contains the corresponding rooftop address point or the parcel centroid. The attributes 
of the features could be compared. However, the ambiguous assignment of the location for the 
MSP and the large percentage that do not fall within a parcel complicate this process. Basically, 
anything that increases the separation between the MSP and the related structure complicates the 
possibility of automated association.  
 
6.3 Dependency of Faces and Blocks on Road and Hydrological Features  
 
Face and block boundaries are determined by the set of linear features included in the TIGER 
line files. When nonpublic roads are used to create faces and blocks, some very unusual results 
can occur as shown in Figure 6-5. For example, the use of S1640, S1740 or S1780 road features 
led to a set of blocks at a horse farm (Figure 6-6).  This example demonstrates what can happen 
when inappropriate or miscoded features are included in the block delineation process. This 
includes the creation of a block for the interior of a race course. In other parts of the same rural 
area a number of blocks have been created that are essentially enclaves of a larger block and 
have little or no relationship to the location of dwelling units (Figure 6-7). Since moving or 
deleting a block edge is more rigorous process than modifying edges that are not part of a 
boundary, having unnecessary blocks and block edges add complexity to the change detection 
and MTdb maintenance process.  
 

 
 
Figure 6-5. Blocks that are enclaves within a larger block in Loudoun County, VA. Note that 
small blocks are often created by non-public roads (Source: Cowen). 
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Figure 6-6. TIGER roads and blocks (Source: Cowen). 
 
 
 

 
 
Figure 6-7. An example of blocks created from the use of non-public roads.  a) Block 4059 is 
missing an address point. b) Several of the blocks have no population (Source: Cowen). 
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The inclusion of non-public road features places the Census Bureau at odds with the practices of 
many local and state partners. Since most of the local efforts to maintain centerlines and address 
points are designed to support the E911 system, they only include features with street names and 
address ranges. An example of this is demonstrated by the way New York State manages their 
data (Figure 6-8). In this example, only public roads are included.  However, sub address 
descriptors are used to describe the relationship of multiple address points. These descriptors, 
rather than the addition of non-public roads, provide assistance in locating the correct address 
information. The ability to display this information along with imagery on a mobile device 
provides first responders with a field based navigation system. 
 

 
Figure 6-8. An example of descriptive sub-address representation (Johnson, 2011). 
 
 
The selection of hydrological features (edges) to form faces is also critical to the content of 
MTdb. The MTFCC codes include a number of hydrographic (H) features and shorelines (P) 
features that are used to create blocks. While many of these are significant water bodies, many of 
them add little or nothing to the purpose of tabulation. An example of the creation of blocks that 
are not important for tabulation is illustrated in Figure 6-9. In this example two blocks (4047 and 
4061) are created from shoreline features. These blocks are enclaves that are unlikely to contain 
dwelling units and could be absorbed by the surrounding block.  
 
Furthermore, with their natural variations, hydrographic and shoreline features are difficult to 
accurately represent and monitor over time in any change detection procedure. The hydrological 
features in the MTdb are a subset of the National Hydrological Database (NHD) which was 
created from maps at scales of 1:100,000 and 1:24,000 (see: http://pubs.usgs.gov/fs/2009/ 
3054/pdf/FS2009-3054.pdf).  At the same time, there are efforts by local mapping authorities to 
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represent hydrographic features and watersheds at a scale of 1:5,000. Clearly the number and 
shape of the edges and faces in the MTdb would be directly impacted if local hydrographic 
features were used. A careful review of the selection of these features should be performed with 
respect not only to the creation of block edges but also to the added complexity their inclusion 
brings to the change detection and MTdb maintenance process.  
 

 
Figure 6-9. An example of blocks 4047 and 4061 created from hydrologic and shoreline features 
in Loudoun County, VA (Source: Cowen).  
 
We note that a number of WG recommendations are looking at the reduction of the number of 
features and/or attributes held in the MTdb, and possible separation of driveways as a separate 
layer (REC-2012-004; REC-2011-023). Such efforts could improve the efficiency of the MTdb 
operation. 
 
6.4 Structures  
 

6.4.1 MSPs and Attributes – Comparison with Local Data  
 
As noted above, one way to maintain the MTdb is through local partnerships that provide 
updated street centerlines, address points, and parcel-based boundaries. These files can represent 
authoritative data provided by trusted sources. These data are often continuously maintained as 
part of an overall work flow. Increasingly, the street centerlines, building footprints, parcels are 
assembled as part of a parcel fabric that conforms to high resolution imagery (one foot or less) 
that is acquired on a regular cycle. This imagery typically has a positional accuracy of about four 
feet, which exceeds the positional accuracy requirements for the MTdb. These data are created to 



 

171 
 

support a multitude of local business functions and are often subsidized by state public service 
operations to support E911. However, since the MSPs do not correspond to a location within the 
building footprint, it is impossible to use topology rules of containment to directly compare an 
MSP location with any GIS point or polygon that represents a dwelling. In all cases, 
correspondence must be determined by a spatial search or buffer from the GIS address point or 
structure polygon. In some situations with row houses, condominiums, and apartments this 
spatial search may make an incorrect association (Figure 6-10). Regardless of how such a 
geoprocessing step is performed, it would require extensive quality control to ensure that an 
MSP is associated with the corresponding address point. If the search radius is too small the 
MSP will not be found. If it is too large, more than one MSP can be found. However, comparing 
the address information associated with each data set should improve any matching process. 
 

 
Figure 6-10. Address points, parcel centroids, and simulated MSPs for a group of attached 
dwelling units in Loudoun County, VA (Source: Cowen). 

 
6.4.2 Recommendations Relating to MSPs 

 
The goal of any new procedure is to make the discovery and capture of MSPs as efficient and 
accurate as possible. The most efficient procedure is a comparison of MSPs with address lists 
and address points from local or state partners. Attributes such as the site address are transferred 



 

172 
 

from existing GIS data sources such as parcels. However, the position of an MSP does not 
correspond with the structure polygons or rooftop address points. The difference in the position 
between MSPs and rooftop address points seriously inhibits the ability to compare these two GIS 
files through spatial processing. Therefore, tabular address lists and aggregate measures such as 
points per block often provide a much more direct way to determine where change has occurred.  
 
Image-based change detection can identify the location of new structures as discussed in Section 
5. An analyst can use visual interpretation to identify building centroids in orthophotography. If 
more resources are available, semi-automated programs such as Pictometry International’s 
ChangeFindr can be used to identify all new structures in an area. Building centroids can then be 
extracted. The remote sensing derived MSPs can then be conflated with the MTdb to update the 
MSPs in the MTdb.  
 
 
6.5 Road Features  
 

6.5.1 Comparison with Local Partner Road Features  
  
As noted previously, TIGER roads contain a large number of feature types. Table 1 contains 15 
different MTFCC road feature codes. Many of these linear road features are private roads or 
trails. In many cases gates and other obstacles make these features inaccessible to anyone other 
than the resident. In contrast, most local governments focus on public roads that are accessible 
by the public and emergency vehicles. As noted in Figure 6-11 these differences can be 
significant. Furthermore, the TIGER road features are not represented in a consistent manner. As 
noted in Figure 6-12, many structures do not have a linkage to a TIGER road feature. It can be 
argued that the absence of these features constitute errors of omission. Conversely, the inclusion 
of features such as the race track (Figure 6-13) represents errors of commission. Of course once a 
feature becomes part of TIGER, it needs to be accurately represented and tracked in terms of 
change detection. The problems associated with including and maintaining road features is 
illustrated by the race track in Figure 6-13. The existing TIGER road was extracted from an 
inaccurate source otherwise it would align with the image-based classification, which is based on 
orthophotography.  What is significant is that this racetrack should not have been labeled as an 
S1400 road and entered into the MTdb.  Likewise, the other road classified using digital image 
processing should or should not be classified as a TIGER road depending on the context of the 
road which is not visible in this image. 
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Figure 6-11. Comparison of Loudoun County, VA, road centerlines and TIGER road features 
(Source: Cowen). 
 

 
 
Figure 6-12. TIGER roads, block boundaries, and Loudoun County, VA, address points (Source: 
Cowen). 
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Figure 6-13. An example of TIGER vector and image-derived raster representations of a race 
track on a horse farm in Loudoun County, VA.  Note that the race track is coded as a TIGER 
local road (S1400).  Most of the yellow image-derived road pixels are in their proper planimetric 
position. Evidently, the race track vector data were not extracted from orthoimagery.  Therefore, 
the two versions of the race track do not correspond.  In either case, the race track should never 
have been allowed to enter the MTdb as an S1400 road (Source: Cowen).   
 

 
6.5.2 General Procedure for Discovering and Updating Roads 

 
In terms of long term change detection and update of the MTdb, it is important to synchronize 
the features in the MTdb as closely as possible with the GIS data being maintained by local 
partners. In terms of roads, this means a concentration on public roads used in E911 and other 
business needs. During MTAIP, many local governments provided their GIS representation of 
street centerlines to Harris Corporation and the Census Bureau. Consequently, in places such as 
Loudoun County, VA there is basic agreement between TIGER roads and Loudoun roads (except 
for obvious exceptions demonstrated in Figure 6-13). Therefore, unlike structure points, change 
detection for these features can be handled in a highly automated manner. For example, using 
totally automated procedures it was possible to compare an E911 road file from Charleston 
County, SC (obtained via FTP from the SC GIS Council data repository) with the most recent 
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TIGER version. Using standard desktop GIS tools, all roads in the E911 road file that were 
positioned beyond a specified search distance from TIGER were identified, segmented and 
extracted as a separate GIS data layer (Figure 6-14). Once these new roads were discovered it 
was possible to append them to the existing TIGER road features (Figure 6-15). Furthermore, 
locally provided parcel data or address points can be used to automatically update the attributes 
such as street names and address ranges. As part of a change detection system the length and 
number of new road segments could be counted and summarized by census tracts. This would 
provide a straightforward way to monitor change and direct MTdb updates.  
 
Such automated processes can be very efficient. The results of this experiment suggest that GEO 
could accept a complete road file from a county without any preprocessing and quickly extract 
candidate roads for updates to TIGER. This would minimize the burden on local or state partners 
to identify new roads. In this example, it took less than ten minutes to find all the new roads in 
Charleston County. Therefore, with comparable GIS data, it is possible that the entire state could 
be completed in a single day. In many cases, the files could be harvested from FTP sites with 
minimal impact on the provider. Through the efforts of the USPS, NENA, NSGIC, and NGAC 
there is a push toward greater standardization of these data. Furthermore, GIS tools have 
incorporated a variety of interoperability tools that facilitate the integration of data.  
 

 
Figure 6-14. New roads in Charleston County, SC (Source: Cowen). 
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Figure 6-15.  Procedure to append new roads to existing TIGER road file (Source: Cowen). 
If local or other external databases contain the most accurate and current representation of road 
features, then the relevant question to consider is how the Census Bureau can best utilize these 
resources to maintain the MTdb. Some recommendations on this topic are in Section 8. 
 
6.6 Parcel Data 
 

6.6.1 Parcel Data and Imagery  
 
Parcels are another source of ancillary data maintained and shared by local governments such as 
Loudoun County, VA. In fact, land record parcels are the core GIS layer of local government 
(NRC, 2007). A parcel polygon is the basis for financial and legal operations concerning the use, 
value, and ownership of property. Parcels are precisely defined by invisible features. They are 
composed of boundaries that are documented in survey descriptions recorded on deeds. Visible 
features such as hedge rows and fences are only loose approximations of property lines. The 
nature of parcels means that they cannot be determined by reference to imagery. That does not 
mean that parcels are not a good source of change information. In fact, changes in parcels are 
often the precursor for new development. The splitting of a parcel is often the first step in the 
creation of a new subdivision. The spatial representation of these new parcels boundaries occurs 
before construction begins. In fact, it is now common practice to require property developers to 
file digital representation of parcels and streets for approval by planning commissions as shown 
in Figure 6-16. Many local governments will include these proposed features to their GIS data 
bases to facilitate infrastructure improvements and support E911 services to construction sites.  
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Figure 6-16. Example of digital submission of a plat map for a new development in Richland 
County, SC (Source: Pat Bresnahan, Richland County GIS Department). 
 
GIS representation of parcel data began in the 1970s and has progressed into the operations of 
most counties in the United Sates. The original parcel polygons were created by digitizing 
existing tax maps. Over time these digital sketches were replaced by highly accurate depictions 
that replicate the legal description. Parcels are often maintained in conjunction with streets, 
building footprints, and address points. These features constitute a fabric that is continuously 
maintained and adjusted to new survey control and imagery. Many local governments also add 
infrastructure features (utility hookups, sidewalks, lights, and fire hydrants). In extreme cases, 
local governments have included trees, hedges, pools, decks, and other features (Figure 6-17). As 
a result of these efforts, parcel polygons and a corresponding set of attributes that are typically 
managed by an assessor are available for the majority of the nation. In many cases these data 
represent the best indications of where change has occurred and is likely to occur in the future. 
Given the robust nature of this ancillary data, it is useful for the Census Bureau to explore the 
best ways to incorporate parcel data into its change detection/ data maintenance programs. 
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Figure 6-17. Hartford, CT, parcel database with detailed features (Source: Esri, Inc.). 
 
 

6.6.2 Current Status of Parcel Data  
 
According to some estimates there are about 150 million privately owned parcels, with about 
82% in GIS format (NRC, 2007). An increasing number of counties are sharing these data or 
providing them to state governments that then create standard datasets for the entire state.  
 
One commercial data supplier, CoreLogic, estimates there are 145 million parcels and claims to 
have 88% of them in digital form. Furthermore, both ESRI and Google have active programs to 
host locally maintained parcel data that can be accessed either as feature or image services. The 
Federal perspective is still in transition. The Forest Service has had considerable success in 
assembling local parcel data to respond to wild fires in the western states (Figure 6-18).  
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Figure 6-18. Status of parcel data being shared in the Wildland Fire Decision Support System 
(WFDSS). Areas are color coded to show the year the data were provided by the partner. The 
grey shaded counties do not have data or have not been contacted (Source: von Meyer, 2012). 
  
 
The Department of Homeland Security along with at least six other Federal Agencies (FBI, SBA, 
HUD, GAO, and FDIC) license parcel data from the same commercial source (CoreLogic 2011). 
DHS has been an outspoken proponent of a Federal approach for establishing the type of 
National Land Parcel data advocated by the NRC in its 2007 report “National Land Parcel Data: 
A Vision for the Future”. They stated:  
 

Parcel data is the fundamental building block for all geographic analysis and serves as 
the raw material for most applications – most geographic analysis benefits from the 
ability to understand the results at the parcel level. (Davis, 2006)  

 
While efforts to develop the National Land Parcel Database have stagnated, the Dodd–Frank 
Wall Street Reform and Consumer Protection Act of 2010 (Pub.L. 111-203, H.R. 4173) has 
generated renewed interest. The new Bureau of Consumer Financial Protection (BCFP) has been 
placed in charge of monitoring the reporting by lending institutions under the Home Mortgage 
Disclosure Act. The Dodd-Frank Act acknowledges the need for a precise recording of mortgage 
activities in section 1094 which states: 
  

‘‘(H) as the Bureau may determine to be appropriate, the parcel number that corresponds 
to the real property pledged or proposed to be pledged as collateral;” 
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In summary, many Federal agencies have an interest in parcel data. In some cases they have 
worked with local governments who have voluntarily provided their parcel data to aid in disaster 
response. In other cases they have simply licensed parcel data from a commercial source in a 
standard format.  
 

6.6.3 Role of Parcel Data in Maintenance of the MTdb  
 

In terms of maintaining the MTdb it is important to understand the relationship between parcels 
and other features. There are no limits to the size of a parcel. They can represent a single cattle 
ranch in Texas or a condominium in Miami. While local governments have not agreed on a 
common standard for parcel attributes, the FGDC cadastral subcommittee developed a content 
standard and the National Research Council panel proposed a standard that includes a unique ID, 
owner type and site address (NRC, 2007). A parcel may contain no structures or thousands of 
them. Parcels represent both public and private ownership of property. Areas that are not covered 
by private parcels represent land for the common good. Areas covered by private parcels may be 
separated by public rights of way and often contain roads. These relationships can be effectively 
exploited to assist with the maintenance of the MTdb. From the perspective of GIS data base 
design, it is valuable to note that many boundaries of incorporated areas follow parcel 
boundaries. Structures (MSPs) must be contained by a parcel. Occupied blocks can be created 
from parcels and public roads should not intersect a parcel. Furthermore, most local governments 
use the parcel as the basis for maintaining attributes about street names, addresses, and other 
attributes. For example, in new developments, the street name and address are typically assigned 
to a parcel before any development occurs. Address points assigned to new structures inherit the 
address from the containing parcel. Obviously, this same relationship could be used to maintain 
MSPs.  
 

6.6.4 Authoritative Representation of Municipal Boundaries 
 

Parcel data often provide the most authoritative representation of municipal boundaries. In many 
cases, incorporation and annexations of municipal areas are defined by a set of parcel 
identification numbers. Consequently, the boundaries of a newly incorporated area are defined 
by the set of parcel boundaries and cannot be accurately represented by any other GIS data. The 
boundary of Charleston, SC, provides an excellent example of what can happen when annexation 
programs follow road features to establish contiguity (Figure 6-19). In South Carolina the official 
boundaries of incorporated areas are filed with the Secretary of State and maintained as GIS data 
by the Department of Transportation. In the long term, the Census Bureau’s annual BAS should 
be able to partner with such statewide agencies to obtain the current set of authoritative corporate 
boundaries. Increasingly, these will consist of parcels. 
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Figure 6-19. The corporate boundary of Charleston, SC, on James Island, SC (Source: 
Charleston County GIS: http://ccgisweb.charlestoncounty.org/website/Charleston/viewer.htm 
accessed 6/2/2012). 

 
6.6.5 Use of Parcel Centroids as An Alternative for Structure Points 

 
As noted elsewhere, there is a major difference in the specified location of an MSP and a local 
address point. Basically, a MSP cannot fall on the roof of a structure while that is exactly where 
most local and commercial organizations locate them. For undeveloped parcels, it is common 
practice for a local government to use the parcel centroid as the address point (Figure 6-20). 
Parcel centroids are automatically generated from the parcel polygon. In effect, parcels provide a 
simple way to generate point level features with an associated site address. According to 
CoreLogic, Inc. this would be more than 100,000,000 address points. Furthermore, these 
centroids are geometrically placed at the maximum distance from the boundaries; therefore, there 
would be maximum separation from other points and at a position relatively far from the street 
centerlines. It can also be argued that in many cases, the parcel centroid meets the functional 
requirements for an MSP. Specifically, the site address for the parcel centroids can be associated 
with the address on a census survey and the point will be geocoded to the proper tabulation unit 
(block). This relationship holds for all parcels regardless of their size or the number of structures 
that share the same site address. It is also possible to associate each of these centroids with any 
MSP that falls in the same parcel. A drawback to the use of centroids is the ability of a field 
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worker to navigate precisely to the dwelling unit. In most cases this would be alleviated with the 
display of current high resolution imagery on the corporate listing device.  
 

 
 
Figure 6-20. An example of the use of parcel centroids for address points on undeveloped parcels 
in Loudoun County, VA (Source: Cowen, 2011). 
 

 
6.6.6 An Alternative Approach for the Creation of Tabulation Blocks  

 
In the current MTdb geocoding scheme, blocks are more important than roads. The requirement 
is for every dwelling unit to be contained within a block. The current block formulation process 
has created a large percentage of blocks that are unpopulated and are highly unlikely to ever be 
inhabited. For example, nationwide in the 2000 decennial census there were approximately 
8,200,000 blocks with 2,700,000 having no population. In South Carolina, 73,037 of the 181,706 
blocks were unoccupied (40%) and 41,541 were less than ¼ of an acre in size (Figure 6-21). 
Many of these blocks are government facilities (the DOE Savannah River Site), water bodies 
(e.g., Lakes Murray, Moultrie and Marion), or sections of the Interstate highway system.  
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Figure 6-21. The 73,000 blocks in South Carolina with zero population (Source: Cowen).  

 
Parcel polygons could be utilized to greatly reduce the number of blocks and concentrate on 
those that are most likely to have dwelling units. The process for generating these blocks is 
simply to dissolve contiguous parcels as shown in Figure 6-22. This aggregates adjacent parcels 
without crossing any public roads. This process is easily implemented through automated 
geoprocessing tools even in rural areas (Figure 6-23). These parcel-based blocks could be 
associated with the corresponding existing census blocks and any number of address points.  
 
Within this context local governments often use parcels as their fundamental features.  They 
carefully separate the private parcels from the public right of ways.  They monitor change by 
adding and splitting parcels.  They also define corporate boundaries and annexations by parcel 
numbers.  Understanding and exploiting these databases of parcels and parcel transactions are a 
critical part of the change detection process. 
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Figure 6-22. Parcel-based blocks created by dissolving contiguous parcels (Source: Cowen, 
2011). 

 
Figure 6-23. Eighteen parcel based blocks created by dissolving contiguous parcels in Loudoun 
County, VA (Source: Cowen). 
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6.6.7  Parcel-based Topological Rule-based Error Checking for Roads, MSPs and 
Blocks  

 
It is useful to understand the role of parcels in the validation and quality control of existing 
MTdb features. Since private land parcels constitute the land not covered by roads, public lands, 
water bodies etc., they represent the land area where dwelling units should exist. Exceptions to 
this would include group quarters (dormitories, prisons, military barracks, etc.) and unique 
features such as house boat slips. In a GIS environment, this relationship can be utilized to 
perform a number of topological checks that would fit most cases – such as: 
 
1. All MSPs should be contained by a parcel – It is important to note that in an experiment 
conducted by Guptill as part of the 2011 “Summer at the Census Program” more than 25% of the 
MSPs in Loudoun County, VA, were not contained by any parcel polygon. Only slightly more 
than 50% of the MSPs were located in a parcel with a matching house number (Guptill, 2011). 
 
 2. No public roads should intersect a parcel. This situation is illustrated by the TIGER roads in 
Charleston (Figure 6-24).  
 

 
Figure 6-24. Examples of possible conflict of TIGER road features with private parcels (Source: 
Cowen, 2011). 
 
 
3. Conversely roads that intersect parcels should be service drives (S1640), private roads 
(S1740), driveways (S1750), parking lot roads (S1780), etc. For example, many of the TIGER 
roads in Figure 6-25 not only intersect the parcel-based blocks, but also they are contained by a 
single parcel (6803782240000). These include a number of roads that are mislabeled as public 
as well as some private roads. This error checking procedure would work best with a current 
high resolution image (Figure 6-26). 
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Figure 6-25.  TIGER roads that intersect a parcel-based block and a single parcel in Loudoun 
County, VA (Source: Cowen). 
 
 

 
Figure 6-26. Selected TIGER roads that intersect parcels superimposed on an orthophoto 
(Source: Cowen, 2011). 
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6.6.8 Procedure to Generate Street Centerlines from Parcel Data 

 
Programs such as Overwatch’s RoadTracker can be used to extract roads from imagery as 
discussed in Section 5. Parcel polygons provide an alternative approach to the automated 
creation of roads. The assumption behind this procedure is that the local parcel fabric may be the 
most spatially accurate and current database maintained by a local government. By dissolving 
parcels into blocks, it is then possible to create a binary raster GIS dataset of areas with and 
without private parcel coverage.  Since tax parcels are the spatial representation of land 
ownership, they differentiate taxable from public land. In effect, the non-parcel areas should 
correspond with the right-of-ways where roads should exist. This raster dataset has the 
characteristics of an image dataset that has been preprocessed to accentuate areas that are likely 
to have roads. In effect, it is a very clean file without any obstructions from shadows or vehicles. 
The steps in finding roads are to thin the raster non-parcel areas to a single cell and then convert 
the thinned raster to a vector. This vector can then be generalized to smooth the representation. 
Using geoprocessing operations, street names and even addresses can be transferred to these 
street segments from parcels. The method was tested with parcel data from Charleston County, 
SC and Loudoun County, VA (Cowen, 2011). It successfully created some roads that were better 
aligned than the comparable TIGER feature and found new roads that were under construction.  
 

6.6.9 Parcel-to-Parcel Change Detection  
 
For completeness, it is useful to discuss how parcel data can be used to identify areas of change. 
As noted above, the subdivision of a parcel is often the precursor for a land use change. Any 
comparison of two parcel datasets will quickly identify where these changes have occurred. This 
can be performed with point and polygon based procedures. Logically since there is only one 
centroid for each polygon in Time 1, any of those polygons that contain more than one point in 
Time 2 must have been split. Since some local governments update their parcel data with every 
legal transaction, these changes are continuous. Other jurisdictions have established guidelines 
for an update cycle. New York State, for example, provides new data to the Census Bureau on a 
quarterly basis. These changes provide an indication of where change is planned to occur. 
Reference to imagery, building footprints, address points, or attribute codes will provide 
evidence of actual change. 
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7.0 Change Detection Thematic Accuracy Assessment 
 
Remote sensing-derived thematic maps contain error. The error can come from a variety of 
sources including the sensor system, preprocessing of the remote sensor data, inaccurate 
information extraction and data conversion. The resultant thematic map(s) should be subjected to 
a thorough accuracy assessment to identify the sources of error and whether or not the 
information is of value to make decisions as shown in Figure 7-1. Fortunately, it is possible to 
assess the accuracy of individual thematic maps derived from the interpretation of remote 
sensing data or from other sources (e.g., traditional surveying) so that users are aware of the 
advantages and limitations of using the thematic geospatial information. It is also possible to 
assess the accuracy of a ‘change detection map’ derived from multiple date remote sensor data 
(Jensen, 2005; Van Oort, 2007). This section first introduces fundamental considerations 
associated with estimating the accuracy of individual date thematic maps and then extends the 
logic to the assessment of thematic change map products. 
 
7.1 Accuracy Assessment of Individual Thematic Maps 
 
There is a well-respected methodology associated with assessing the accuracy of individual date 
thematic maps. Thematic map accuracy assessment generally consists of three tasks: a response 
design, a sampling design, and creation and analysis of the error matrix (Stehman and 
Czapelwski, 1998). 
 

7.1.1 Response Design 
 

“The response design is the protocol for collecting information to determine the ground 
condition associated with a point location, a pixel, an object, or an areal unit, and translating that 
information into a label or quantity against which the map label or quantity is compared” 
(Stehman and Foody, 2009). Thematic accuracy assessment may be based on a specified type of 
spatial support.  Options include points, pixels, polygons, or other spatial units such as a 5 x 5 
patch of pixels.  For most Census applications the spatial support will be the pixel for pixel-
based products and polygons when the map products are derived using object-based image 
analysis (OBIA). It is very important that the remote sensing-derived spatial support (e.g., pixels) 
is rectified very accurately to a standard map projection and datum and that the spatial 
characteristics of the ground reference information are also geometrically accurate.  
Misregistration by even one or two pixels can have a significant impact when thematic map 
products are compared with reference information.  
 
In addition, it is important to specify an acceptable level of accuracy for single-date and change 
detection map products. People or agencies desiring an accuracy assessment must have in mind a 
target level of accuracy. For example, for many years the U.S. Geological Survey used the 
following minimum accuracy specifications for the creation of land use and land cover maps 
derived from remote sensor data (Anderson, et al., 1976): 

 The minimum attribute accuracy level per class was 85%. 
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 The land use or land cover classes on a map were required to have similar levels of 
accuracy [i.e., no one class was to be exceptionally accurate (e.g., 99%) while the 
majority of the other classes were 85% accurate]. 

 Sometimes different image interpreters were responsible for extracting land use or land 
cover information for different parts of a map. When this occurred, all of the results had 
to meet the minimum attribute accuracy standard.  

The Census Bureau should specify the level of accuracy required for various types of individual 
date thematic maps and for change detection maps. 

 
Figure 7-1. Remote sensing–derived products such as land-use and land-cover maps contain 
error. The error accumulates as the remote sensing data are collected and various types of 
processing take place. An error assessment is necessary to identify the type and amount of error 
in a remote sensing–derived product (adapted from Lunetta et al., 1991; Bossler et al., 2002; 
Jensen, 2005; Congalton and Green, 2009). 
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7.1.2 Sampling Design 
 

One of the most important decisions associated with the sampling design is to determine the 
number of samples required for individual date thematic map accuracy assessment. Congalton 
and Green (2009; p. 75) suggest that “The appropriate sample size can and should be computed 
for each project using the multinomial distribution. However, in our experience, a general 
guideline or good “rule of thumb” suggests planning to collect a minimum of 50 samples for 
each map class for maps of less than 1 million acres in size and fewer than 12 classes 
(Congalton, 1988b). Larger area maps or more complex maps should receive 75 to 100 accuracy 
assessment sites per class. These guidelines were empirically derived over many projects, and 
the use of the multinomial equation has confirmed that they are a good balance between 
statistical validity and practicality.”  
 

7.1.2.1 Simple Random Sampling 

The goal of sampling is to collect an unbiased representative sample of the population (Jensen 
and Shumway, 2010). A simple random sample with replacement occurs when every 
observation has an equal chance of being selected. The points selected have excellent statistical 
properties. Unfortunately, a truly random sample is expensive to obtain in the field because it is 
often very difficult to actually get to the randomly selected locations. Also, the practice does not 
ensure that enough samples will be collected for each class (especially rare ones) or that there 
will be a good distribution of samples throughout the landscape (Van Oort, 2007). Fortunately, 
both simple random sampling and systematic sampling are equal probability sampling designs, 
so the proportion each class represents in the sample will be approximately equal to the 
proportion the class represents in the region mapped (Stehman and Foody, 2009). 

7.1.2.2 Systematic Sampling 

A systematic sample can be implemented according to a predetermined system, e.g., collect 
observations every 2000 m in the x,y-direction to ensure that the entire study area is 
systematically sampled. Systematic samples are easy to implement and can ensure good 
distribution of samples across the landscape (Jensen and Shumway, 2010).  Systematic sampling 
can sometimes result in more precise estimates than simple random sampling. However, the 
sampling can be biased if the systematic sampling pattern is correlated in any way with patterns 
in the landscape. A disadvantage of both simple random sampling and systematic sampling is 
that the sample sizes for rare classes will be small unless the overall sample size is very large.  

7.1.2.3 Stratified Sampling 

Stratified sampling takes place when an analyst knows that the map contains different sub-
populations and he or she makes an effort to sample within each sub-population (i.e., strata). 
This helps ensure that all of the variation present in the spatial dataset is accounted for (Jensen 
and Shumway, 2010). Unfortunately, it requires a priori knowledge about the spatial distribution 
of the map classes so that strata can be identified. It is also an expensive way to collect field data. 
Even after application, it may still be difficult to find enough samples in rare map classes and the 
procedure does not ensure good distribution of samples across the landscape. 
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7.1.2.4 Cluster Sampling 

Sometimes while collecting a sample from a specific location several other samples are 
collected. This is called cluster sampling. It is the least expensive method because the samples 
are in relatively close proximity to one another which reduces travel time in the field.  
Unfortunately, the cluster samples might be impacted by spatial autocorrelation in which case the 
samples are not statistically independent of one another.  Guidelines for cluster sampling are 
found in Congalton (1988).  

 
7.1.3  Analysis: Creation of an Error Matrix and the Statistical Evaluation 

 

The most common method to determine the accuracy of thematic map nominal- and ordinal-
scale data is through the construction and statistical analysis of an error matrix (i.e., contingency 
table) (Jensen et al., 2009; Congalton and Green, 2009).  The error matrix is usually populated 
with information derived from the spatial sampling methods previously discussed. 
Characteristics of the error matrix are shown in Table 7-1 (Stehman and Foody, 2009).  In a 
standard ‘site-specific’ thematic map accuracy assessment, each check point selected using one 
of the sampling methods has two attributes: 1) the class predicted by the classification as 
recorded on the map (i.e., the i rows in the error matrix), and 2) the class of the same check point 
observed on the ground which is commonly referred to as ‘reference’ information (i.e., the j 
columns in the error matrix). Therefore, in the derived error matrix, the cell entry, pij, is the 
proportion of area mapped as class i and labeled class j in the reference data. The row margin, 
pi+, is the sum of all pij values in row i and represents the proportion of area classified as class i. 
The column margin, p+j, is the sum of all pij values in column j and represents the proportion of 
area that is truly class j. The main diagonal, pii, indicates correctly classified pixels in the map 
product. All off diagonal cells represent misclassified pixels. The characteristics of the error 
matrix can be used to compute estimates of accuracy on a per-class basis (e.g., building, road, 
forest) and overall classification accuracy.  The per-class accuracy is typically defined using both 
producer’s and user’s accuracy (Congalton and Green, 2009; Stehman and Foody, 2009). 
 
For example, consider the error matrix shown in Table 7-2 which documents the thematic 
attribute accuracy of a hypothetical three-class land cover map. One hundred ninety-two (192) 
random check points (samples) were selected within the classification map. The land cover at 
these 192 locations was then compared with the ground reference information available for these 
locations. Sixty (60) of the check points were classified as ‘Building’. Of those 60 points, 49 
were classified correctly, five were misclassified as ‘Road’, and six were misclassified as 
‘Other’. Therefore, one can determine how many points were correctly classified and the other 
categories that were mistakenly classified as that land cover type by examining individual 
columns in the error matrix. Conversely, one can examine the rows of the error matrix to see the 
categories that points were incorrectly classified into. For example, four points were incorrectly 
classified as ‘Roads’ that should have been ‘Buildings” (Table 7-2). 
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Table 7-1. Population error matrix where the classes are the categories displayed on the map 
[adapted from Stehman and Foody (2009)]. 
 
 
 
  

  Ground Condition or Reference Class 1 to c 
(j columns) 

 

  1 2 3 … c Row  
Total 

 
 
 

 
Map 
Class  
1 to c 

(i rows) 

1 p1,1 p12 p13 …. p1c p1+ 

2 p21 p22 p23 …. p2c p2+ 

3 p31 p32 p33 …. p3c p3+ 

. . . . …. . . 

c pc1 pc2 pc3 …. pcc pc
+ 

 Column 
Total 

p+1 p+2 p+3 …. p+c pc+ 

 where: 
 Cell entry, pij, is the proportion of area mapped as class i and 

labeled class j in the reference data. 
 The row margin, pi+, is the sum of all pij values in row i and 

represents the proportion of area classified as class i. 

 The column margin, p+j, is the sum of all pij values in column j and 
represents the proportion of area that is truly class j. 

 The main diagonal, pii, indicates correctly classified pixels. 

 All off diagonal cells represent misclassified pixels.  



 

193 
 

Table 7-2. An example of how to compute the accuracy of a nominal-scale thematic map using 
an error matrix (contingency table) and derived measures of Overall Accuracy, Producer’s 
Accuracy, User’s Accuracy, and the Kappa Coefficient of Agreement () (adapted from Jensen 
and Jensen, 2013).  
 

 

The accuracy measures defined for the population must be estimated from the sample data. The 
estimation formulas used must be based on the sampling design implemented.  Simple random, 
systematic, cluster sampling, and stratified random sampling with proportional allocation are all 
equal probability designs. Several formulas for accuracy assessment that can be derived from a 
pixel-based error matrix are summarized in Table 7-3. 

  

  Reference data   

  Building Road Other Row Total 

C
la

ss
if

ie
d

 D
at

a 
 Building 49 4 5 58 

Road 5 54 4 63 

Other 6 6 59 71 

 Column Total 60 64 68 192 

 Overall 
Accuracy      	

∑
      = 84.4% 

 Producer’s 
Accuracy 

Buildings = 49/60 = 82%       Roads = 54/64 = 84%       Other = 59/68 = 87% 

 User’s Accuracy Buildings = 49/58 = 84%       Roads = 54/63 = 86%       Other = 59/71 = 83%  

 Kappa 
Coefficient 

of Agreement () 

 

 
∑ ∑

∑

,

, ,
 = 76.5% 
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Table 7-3. Formulas that can be applied to error matrices to compute: Overall accuracy, User’s 
accuracy, and Producer’s accuracy (from Stehman and Foody, 2009).  
 

 
Estimate to be Computed 

Population 
nomenclature 

(refer to Table 7-1) 

Sample-based Estimates 
Equal probability based Stratified random 

 
 
Overall Accuracy 

 

 

 

 
∑

 

 

 

1
 

 
 
User’s Accuracy for class i 

 

 

 

 

 

 

 

 

 
 
Producer’s Accuracy for class j 

 

 

 

 

 

 

 

∑
 

 
where: 

pij,  pi+, and p+j are identified in Table 7-1 
xij = number of sample pixels in cell (i,j) in the error matrix 
xi+ = number of sample pixels in row (map class) i of the error matrix 
x+j = number of sample pixels in column (reference class) j of the error matrix 
n = number of pixels in the sample 
Ni+ = number of pixels in the entire region classified (mapped) as class i 
c = number of classes in the classification map 
 

 
The overall accuracy of the individual thematic map is calculated by adding up the number of 
observations that were classified correctly (i.e., the  found in the diagonal of the matrix) for 
each class and dividing by the total number of observations (n) in the error matrix (Jensen, 2005; 
Congalton and Green, 2009):  

	
∑ 	

 

 
One hundred sixty-two (162) observations in Table 7-2 were classified correctly (49 + 54 + 59 = 
162) out of 192. Therefore, the overall percent accuracy of this thematic map is 162/192 = 
84.4%. The user must decide if this value is acceptable. For example, if the Census Bureau 
requires require >90% overall accuracy, then this particular thematic map does not meet the 
criteria. Therefore, the land cover data would need to be discarded and a new land cover map 
prepared and checked for accuracy. Other thematic map accuracy measures that can be extracted 
from the error matrix include: producer’s accuracy, user’s accuracy, and the Kappa Coefficient 
of Agreement.  
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User’s accuracy is computed by analyzing the rows of the error matrix. It is measured using the 
total number of correct observations in a category divided by the total number of observations 
assigned to that category (i.e., the row total) using the equation: 

	  

 
The result is a measure of commission error. This user’s accuracy or reliability is the probability 
that an observation actually represents that category in reality. The user’s accuracy for the three 
classes is summarized in Table 7-2. 

Producer’s accuracy is computed for each class by analyzing the columns in the error matrix. It 
is measured using the total number of correct observations in a category divided by the total 
number of observations assigned to that category (i.e., the column total) using the equation: 

	 	  

 
This statistic indicates the probability of a reference observation being correctly classified and is 
a measure of omission error. The producer’s accuracy for the three classes is summarized in 
Table 7-2. 

The Kappa Coefficient of Agreement is a measure of agreement or accuracy between the 
classified observations and the reference data as indicated by a) the major diagonal, and b) the 
chance agreement, which is obtained by evaluating the row and column totals in the error matrix 
(referred to as marginal information) (Congalton and Green, 2009). It is computed using the 
equation: 

	 	 	
	∑ 	

	∑
 

 
In Table 7-2, the marginal information consisted of (58 x 60), (63 x 64), and (71 x 68). The sum 
of these values is 12,340. The Kappa Coefficient of Agreement () for these three classes in this 
particular thematic map was 76.5%. A significant number of scientists use the Kappa Coefficient 
to assess the accuracy of remote sensing-derived classification maps.  In fact, Stehman and 
Foody (2009) say that the “Kappa Coefficient is the most commonly used change adjusted 
measure in accuracy assessment”.  However, they also suggest that it does not represent a 
dimension or component of accuracy different from overall accuracy, but that it is a downward 
rescaling of overall accuracy. 
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Accuracy estimates should be accompanied by standard errors to quantify the uncertainty 
attributable to sampling variability. The standard error formula depends on the sampling design 
and the accuracy estimator.  Stehman and Foody (2009) provide standard error formulas for the 
four basic designs: simple random sampling, stratified random sampling, simple random 
sampling of clusters, and systematic sampling. 

 
7.2 Accuracy Assessment of A Change Detection Thematic Map 
 
As discussed in Chapter 6.0, change detection maps may show a) simple “change versus no-
change” information or b) detailed “from-to” change information. The basic goal is to determine 
how accurate the thematic change information is in the change detection map. Table 7-2 
demonstrated how a simple 3 x 3 error matrix was sufficient for assessing the accuracy of a 
single-date three-class map consisting of Building, Road, and Other land cover.  However, when 
evaluating the thematic accuracy of a change detection map derived from two dates of imagery 
with these same three classes, there is now the possibility of 81 change classes as shown in Table 
7-4. Thus, if there are “c” classes in each of the maps used to detect change, then the total 
number of change classes equals c2 x c2 (Warner et al., 2009). This significantly complicates the 
population of the error matrix with a sufficient number of samples (Khorram et al., 1999; Carmel 
et al., 2001; Congalton and Green, 2009; Stehman and Food, 2009; Warner et al., 2009).  

 
7.2.1 Response Design  
 

The response design considerations (e.g., per pixel, polygon) used to assess the accuracy of a 
single-date thematic map hold true when analyzing the information in a change map. However, 
the Census must be particularly careful about specifying the desired acceptable level of accuracy 
for change detection map products. They may not be the same as those used when assessing the 
accuracy of a single date thematic map. 
 

7.2.2 Sampling Design 

   
The same general rule-of-thumb about the required number of samples unfortunately holds true 
when assessing the accuracy of a change map, i.e., approximately 50 samples per class. 
However, when assessing the accuracy of a simple 3-class change map, the analyst must now 
somehow determine the land cover on Date 1 at 450 random locations and the land cover at Date 
2 at these exact same 450 locations.  This is a logistic nightmare of significant proportions.  Also 
some of the possible “from-to” change classes have a very low probability of occurring such as a 
change from “Building” to “Other” unless the building was destroyed. Nevertheless, the methods 
for obtaining the requisite reference  samples to document the accuracy of the change detection 
map are the same as those used when assessing the accuracy of an individual thematic map, 
including: random sampling, stratified sampling, systematic sampling, and cluster sampling.  
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Table 7-4. A change detection error matrix for the same three map categories [Building (B), Road 
(R), and Other (O)] that were used in the single-date accuracy assessment [adapted from 
MacLeod and Congalton (1998) and Congalton and Green (2009)]. 

 

 
 
  

7.2.3  Analysis: Creation of An Error Matrix and the Statistical Evaluation 
 
Given careful planning to obtain sufficient thematic reference points at two dates in time, it is 
possible to populate the change detection error matrix with measurements. The major diagonal of 
the change matrix is highlighted in Table 7-4 and represents when the Date 1 classification of a 
pixel or polygon agrees with the Date 2 classification of the same pixel or polygon [e.g., it was a 
“Building” on Date 1 and a “Building” on Date 2 (i.e., BB)]. Similarly, if the pixel or polygon on 
Date 1 was “Other” and “Other” on Date 2 then a hash mark would be placed in the OO cell. The 
matrix also accounts for when the land cover changes.  For example, if “Other” (e.g., vegetation) 
was truly present on Date 1 but was transformed into a ‘Building” on Date 2, then a hash mark 
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would be placed in the OB diagonal cell as shown in Table 7-4.  Conversely, if the “Other”  pixel 
or polygon present on Date 1 was erroneously classified as “Road” instead of “Building” on the 
Date 2 map, then a hash mark would be placed in the off-diagonal OR cell of the matrix as 
shown.  All hash marks placed in off-diagonal cells are change detection map classification 
errors. After the change detection error matrix is sufficiently populated with unbiased 
information obtained from the two classification maps, then it is possible to compute the overall 
accuracy, producer’s accuracy, and user’s accuracy as previously discussed.  

 
Congalton and Green (2009) provide a simplified approach to assessing the accuracy of a change 
map. The method does not allow you to obtain the accuracy of all the possible change classes 
(e.g., from “Other” on Date 1 and “Building” on Date 2) but it does provide a method to assess 
the accuracy of the areas that changed in Date 2 and to assess how well the overall changes were 
captured. Warner et al. (2009) and Van Oort (2007) suggest that there are three basic types of 
error matrices reported for change detection products: 
 

1. Accuracy assessment of the classification of each independent date (e.g., Table 7-2). 
2. Accuracy assessment of a simple binary change/no-change classification. 
3. A complete change transition error matrix (e.g., Table 7-4) consisting of all possible 

change and no-change classes and their potential confusion with other classes.  This 
matrix has c2 x c2 cells, where c is the number of classes in the single date classification. 

The complete change transition error matrix (e.g., Table 7-4) provides the most useful 
information.  However, it is only occasionally included in change studies because of the 
challenge of collecting sufficient data for so many categories and many of the categories are very 
rare occurrences. This makes simple random sampling inefficient.  The problem can be improved 
somewhat using stratified sampling.  
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8.0 Summary and Conclusions  
  
8.1 Introduction 
 
Imagery and image-derived geospatial products play an important role in many GEO operations 
and it is imperative that GEO have a significant proficiency in this area. However, remote 
sensing does not provide a total solution to the change detection and MTdb maintenance 
challenges.  It is part of a solution that can contribute in the following ways: 
 

 Stratification/Identification of areas of possible change, 
 Mapping the location of new/modified features on the ground, particularly roads and 

structures, 
 Spatial framework for attribution from auxiliary sources (e.g., imagery is used to 

delineate roads and building;  parcel data bases supply road names and addresses), 
 Verification of existence and location of data received from outside sources. 

 
Our observations about each of these areas are given below. 
 
8.2. Stratification/Identification of Areas of Possible Change  
 
A general summary of image-based change detection alternatives is shown in Figure 8-1.  The 
general location of “change versus no-change” areas in a region is a straightforward remote 
sensing technique that achieves relatively low to moderate thematic and geometric accuracy 
(Figure 8-1a, d, e).  Most of the image stratification/identification techniques make use of 
relatively simple analog (visual) image interpretation of the multiple-date imagery or some 
combination of imagery and vector data, or b) simple image differencing, band-ratio, or principal 
components analysis (PCA) applied to the multiple-date remote sensor data as discussed in 
Section 5. For example, the Census iSIMPLE program is based on the overlay of MTdb 
information on top of high spatial resolution NAIP imagery (or similar imagery from local or 
state government sources).  The analyst performs a visual examination of the imagery and notes 
where change appears to have taken place.  Image stratification to identify “change versus/no-
change” areas is commonly performed by other organizations with relatively low spatial 
resolution imagery (e.g., from 5 to 30 m) using image differencing, band-ratioing or PCA (Figure 
8-1b). Numerous software programs such as ENVI Spear, Esri ArcGIS Image Analyst and 
ChangeMatters, ERDAS Imagine DeltaCue, etc., provide functionalities that perform the binary 
“change versus no-change” stratification. 
 
The level of human participation required to perform image-to-image “change versus no-change” 
stratification is moderate (Figure 8-1c).  The analyst often has to select the optimum threshold(s) 
necessary to discriminate between change verses no-change areas.  Considerable judgment must 
be exercised during the process to minimize errors of omission and commission. Unfortunately, 
although the cost of implementing the methodology is relatively low (Figure 8-1g) the output of 
the image stratification only provides information about the potential location of change that has 
taken place.  It does not provide any detailed geospatial information about the location of 
buildings or roads.  Instead, the stratified “change versus no-change” information must be passed 
on so that more detailed building and/or road network information can be extracted using another 
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dataset or procedure. A better strategy would be to collect and process the most appropriate 
remote sensor data that can be used to extract the required building and road network 
information.  The actual thematic information can then be passed on rather than just information 
about where additional work should take place. 
 
Image-based stratification programs like iSIMPLE seem to provide only small benefits for the 
effort. iSIMPLE requires that the data be processed and viewed twice in separate operations. 
Also it depends primarily on NAIP imagery, and thus can only provide update screening for 1/3 
of the country at best each year. We recommend that other, non-image sources, such as the USPS 
DSF twice yearly updates and Commerce Department surveys of new housing data be used to 
stratify (target) areas of likely change for further examination with high resolution imagery.  
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Figure 8-1. General characteristics of in situ and image-based change detection alternatives. 
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8.3 Mapping the Location of New/modified Features on the Ground, Particularly Roads 
and Structures 
 
The location of new/modified features such as buildings and roads can be collected using three 
methods (Figure 8-1): 1) in situ GPS data collection, 2) photogrammetric mapping, and 3) digital 
image processing of remote sensor data. 
 
 

8.3.1 In situ Data Collection to Locate Building Front Doors and Road Centerlines 
 
It is a straightforward task to have a person go to a front door and obtain a GPS measurement. It 
is also a straightforward task to drive a specially-prepared GPS-enabled car (e.g. a vehicle 
equipped with a Topcon IP-S2 or Trimble MX8 mobile data capture system) down the road and 
obtain very accurate road centerline information.  If properly attributed by the GPS user, this is 
one of the most thematically and geometrically accurate ways to collect building doorstep and 
road network information (Figure 8-1c, d).  The method involves a very high degree of human 
participation and the person must have a good knowledge of how to collect and process the GPS-
acquired data (Figure 8-1c, f).  Unfortunately, it is very costly to obtain all of the building and 
road network information required for the United States using this procedure. However, such 
techniques could be effective if used in areas of significant change.   
 
 

8.3.2 Photogrammetric/LiDARgrammetric Mapping of Buildings and Roads 
 
Many developed countries in the world have a national mapping agency such as Britain’s 
Ordinance Survey that systematically collects information about the location of all structures, 
roads and topographic features in the country (Gladstone et al., 2012).  This information is stored 
in a geodatabase and is available to government agencies for use and to the public for a fee.  
Unfortunately, in the United States there is no agency responsible for the maintenance of a 
geospatial database that contains high-quality thematic and geometric information about the 
location of individual buildings and roads. The Census Bureau has a significant need for such 
information to fulfill its federal mandate to conduct an accurate census every 10 years.  
 
Mapping organizations such as the Ordinance Survey recognize that to maintain a topographic 
geodatabase that contains all the building structures and roads in the country that it is necessary 
to obtain this information using photogrammetric techniques.  To this end, the Ordinance Survey 
updates 222,000 km2 of ‘rural’ (1:2500 mapping scale) and ‘mountain and moorland’ (1:10,000 
mapping scale) topographic vector data at least every 5 years using digital aerial photography 
with a spatial resolution of 15 to 25 cm. While some of these changes are captured by field 
surveyors, outside of urban areas the vast majority of map update is completed by 
photogrammetric extraction from aerial imagery.   
 
The goal is to detect new, demolished, or altered area features and update the database. Each 
flying season the Ordinance Survey captures approximately 70,000 km2 of aerial imagery using 
the Vexcel UltraCam aerial cameras discussed in Chapter 4. In addition, a byproduct of the 
photogrammetric process is the creation of orthophotography which has the image characteristics 
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of the photograph plus the geometric characteristics of a large-scale photogrammetrically derived 
map.   At present, both detecting changes and updating the topographic data from this imagery is 
a fully manual photogrammetric process (Gladstone et al., 2012).   
 
It is a straightforward matter to identify all the new buildings and roads associated with every 
map update. These can then be ‘attributed’ with building address and road names. Interestingly, 
the Ordinance Survey has recently experimented with the use of eCognition to classify the new 
aerial photography and then compare the land cover information with the existing Ordinance 
Survey database to locate changed areas prior to photogrammetric information extraction. This 
procedure is possible only because the existing Ordinance Survey database is always 
planimetrically accurate as all the information in it is of surveying and photogrammetric quality. 
Photogrammetrists need to focus only on these potential change areas to update the planimetric 
detail associated with the new buildings, roads, and other topographic features in the Ordinance 
Survey database (Gladstone et al., 2012). 
 
Because this type of nationwide mapping activity does not take place in the United States, the 
Census Bureau has to construct the MTdb on its own and obtain the residential building (MSP) 
and road network information from a variety of sources that have dramatically different thematic 
and geometric accuracy standards.  The result is an MTdb that contains excellent geospatial 
information in some areas and inaccurate information in others.  In effect, the Census Bureau is 
the de facto primary agency responsible for mapping all the structures and the road network for 
the United States.  It is recommended that the Census Bureau take this approach and begin to 
plan for the creation of a photogrammetrically-derived building and road basemap.  The program 
could begin by first locating all the residential buildings (or building centroids) in 2014 with 
their addresses and conflating these data with existing MSPs.  An update of the building 
footprints or centroids could be completed in 2018-2019 in preparation for the 2020 census.  
Eventually, the nationwide building and road geodatabase for all non-federal lands could be 
updated every few years for a fraction of the cost of the initial geodatabase creation.   
 
As discussed in Section 5, photogrammetric mapping requires photogrammetric expertise and a 
substantial amount of human participation to extract change information as the procedures are 
not fully automated (although Pictometry International’s ChangeFindr is semi-automated) 
(Figure 8-c, f).  The Census Bureau could try to produce this photogrammetrically-derived 
database in house (with the imagery collected by commercial firms), but this would require 
substantial equipment, software, and specially-trained personnel.  We believe it is more practical 
to contract the work to commercial firms who specialize in this type of data collection and 
photogrammetric analysis (e.g., Sanborn Map Company, Pictometry International, EarthData, 
Fugro, GeoEye, and DigitalGlobe).  Estimates of performing such tasks by two vendors are 
provided under separate cover.  
 
The creation of a photogrammetrically-derived geodatabase of buildings and roads with 
complete addresses and names is, of course, costly.  Nevertheless, when completed it would be a 
thematically and geometrically accurate database.  In fact, it would probably be one of the most 
requested geospatial databases offered by a U.S. federal agency (of course no Title 13 
information could be divulged). Several of the photogrammetric vendors listed above should be 
asked to demonstrate their photogrammetric change detection programs and/or procedures on a 
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controlled dataset to see if the productivity returns justify their application to Census change 
detection challenges. 
 
Finally, many counties in the United States are acquiring LiDAR data every few years to create 
a) high-quality digital terrain models for hydrologic planning and other applications, and b) the 
extraction of two- and three-dimensional building information.  All buildings extracted from 
LiDAR data are already in their proper planimetric position. The Census should consider 
incorporating LiDAR-derived building footprint information as they update the MTdb.  
 

8.3.3 Digital Image Processing of Remote Sensing Data to Extract Buildings and Roads 
 
A step down from the thematic and geometric accuracy of a photogrammetric analysis is digital 
image processing of remote sensor data to extract buildings and roads.  Section 5 documents 
numerous algorithms that can be used to classify a single image or a “layerstack” of multiple-
date images into building and road land cover.  The classification methods are based on 
individual pixels or on object oriented image analysis (OBIA) where the spectrally and spatially 
homogeneous parts of an image are converted into polygons sometimes using machine-learning  
(e.g., using eCognition; Visual Learning Systems Feature Analyst or ENVI EX Feature 
Extraction with Rule-based Classification). When a building footprint or road is extracted using 
photogrammetric techniques, it is in its proper planimetric (x, y) position because all of the 
effects of building relief displacement and/or terrain relief displacement have been removed.  
Conversely, when digital remote sensor data that has only been rectified but not corrected for 
building or relief displacement is subjected to various types of image classification or OBIA, the 
pixels or polygons of land cover may or may not be in their proper planimetric position.  This 
can introduce very serious error associated with building footprints and the location of roads, 
especially in areas with high local relief. Nevertheless, the results may be sufficient for Census 
requirements if the building rooftop material classification is accurate enough to derive a 
building centroid and if the classification of the road materials on relatively flat terrain is 
accurate enough to derive a road centerline.  
 
Accurate digital image processing of remote sensor data to extract buildings and roads requires 
expertise in digital image processing and GIS and access to orthoimagery corrected for relief 
displacement (Figure 8-1f).  There are some digital image processing change detection programs 
such as ENVI EX Feature Extraction with Rule-based Classification and ERDAS Imagine 
GeoCue that can semi-automatically the process the data.  However, moderate to high human 
participation is required to create the change detection models so that errors of omission and 
commission are minimized (Figure 8-1c). A carefully crafted model can be applied to other areas 
if most of the remote sensing system and environmental variables are held constant. Slightly 
lower spatial resolution imagery is typically analyzed (e.g., 1 to 2 m) which reduces the cost of 
the imagery when compared to photogrammetric analysis.  The digital image processing of aerial 
and satellite remote sensor data to extract buildings and roads is less expensive than the 
photogrammetric approach but typically yields information that is lower in thematic and 
geometric accuracy. It is suggested that ENVI EX Feature Extraction with Rule-based 
Classification software be tested in a prototype environment to see if productivity returns justify 
its application to Census change detection problems. 
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8.4 Provide A Spatial Framework for Attribution from Auxiliary Sources (e.g., Imagery is 
used to Delineate Roads and Buildings; Parcel Data Bases Supply Road Names and 
Addresses) 
 
Buildings and roads derived from remote sensor data can be overlaid with ancillary data to 
attribute the buildings and roads.  For example, Chapter 6 described how the digital overlay of 
buildings with county parcel information using a GIS can be used to assign addresses to building 
centroids. This is a routine point-in-polygon GIS overlay procedure.  
 
 
8.5 Verification of Data from Outside Sources in Space and Time 
 
Prior to extracting new features from imagery to update the MTdb, other vector data sources 
should be used to enhance the content of the MTdb utilizing conflation operations. However, the 
external data sources are not error free. Even data from “local, authoritative sources” can contain 
incorrect information, for example, the design right-of-way for subdivision streets that are yet to 
be constructed. The Census Bureau needs a way to quickly validate, or “ground truth”, areas 
where major changes are pending to the MTdb. While this could be done by field personnel, use 
of imagery is the most effective way to accomplish this task. The key factor is obtaining imagery 
(preferably orthoimagery) that is at least as current as the date of the newest material in either the 
MTdb or the external database. In practical terms, this usually means imagery that was acquired 
less than 1 year prior.  
 
By this standard, NAIP imagery, with its 3 year national repeat cycle, does not meet the Census 
Bureau’s temporal requirements. Firms such as Pictometry International, Bing Maps, and Google 
are acquiring aerial imagery on a more frequent basis than the Federal Government and are 
potential sources for licensing access to imagery. Remote sensing satellites with broad area 
coverage, adequate resolution, and frequent revisit times (such as SPOT) are another possible 
source of imagery as discussed in Section 4.   
 
The extent to which remote sensing technology is employed in these operations will depend on 
how GEO configures their operational workflow. That configuration hinges on a number of 
factors (such as budget resources, trained personnel, and bureau policies) that are beyond the 
scope of this report. 
 
 
8.6 Current Geography Division Operations  
 
GEO has a number of ongoing activities related to change detection. This report is an 
independent assessment of change detection technology and we did not interact with GEO staff 
on their current operations or plans. Our comments are based on what has been documented 
regarding existing procedures and what has been proposed under REC-2012-33, 
Recommendation to Use Change Detection to Identify Address and Spatial Updates to the MTDB 
which states the following: 
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“The R&D + IT workgroup recommends that GEO adopt the change detection methodologies 
listed below based on the research conducted by the group.  We also recommend that a specific 
methodology or methodologies be chosen through a targeted study for a chosen geographic 
area or feature type using the characteristics of the MTDB data (address and spatial) for that 
geographic area or feature type. 
 

1. Use the DSF to identify new city style addresses, street names, etc., and subsequently 
geocode them to the MTDB.  Ungeocoded addresses and new street names along with the 
provided ZIPCODE are used to identify potential new housing development not in the 
MTDB. 

2. Use in‐house iSIMPLE change detection service (vector-to-raster) to identify where we 
are missing features (assume new) or have issues with feature alignment.  Expand to look 
for new construction using building footprint to MSP/MAF housing unit counts as 
necessary. 

3. Use ENVI 4.8 raster-to raster change detection to identify areas of change for both linear 
features (roads) and new construction (building footprint). This could be the triggering 
mechanism for targeting areas using iSIMPLE or manual updates in GATRES 

4. Use ESRI, FME, or 1Spatial’s Radius Studio software to detect change between local 
GIS file and the MTDB. 

5. Use VGI, Crowd Sourcing, and Community TIGER to detect change by receiving 
relevant update transactions on an ongoing basis. 

6. Use administrative, utility, and vendor records to detect change in the MTDB. 
7. Use local GIS Point, parcel, miscellaneous address and spatial records including rural 

directories, paper maps and listings to identify change in the MTDB.” 
 
Item 1. DSF targeting 
 
As we noted in Section 1.2, we believe that using information from the DSF could be useful in 
discovering and targeting areas of change. To maximize the benefits of using the DSF, GEO 
needs to gain a better understanding of the definitions of the various USPS delivery codes and 
how the USPS collects and utilizes this information. REC-2011-024, Recommending Methods 
for Improving and Expanding the use of the United States Postal Service’s Address Files or 
Services to Improve the MAF, outlines the need to have a more detailed understanding of the 
contents and coding present in the USPS DSF file. Ungeocoded addresses could be related to 
existing Census geography by utilizing the ZIP code and ZCTA information to identify the 
appropriate Census tract. Although the DSF provides ZIP+4 information, there is no standard 
geographic delineation of ZIP+4 areas.  In addition, the ZIP+4 codes are subject to a high degree 
of change. Thus, it is recommended that the areas containing ungeocoded addresses be targeted 
using the ZIP/ZCTA information.  
 
Item 2. iSIMPLE vector to raster change detection targeting 
 
The iSIMPLE process provides a quick qualitative assessment of level of change between a 
digital orthophoto and the contents of the MTdb on a quarter quad basis. iSIMPLE only flags 
areas for further processing and assigns priorities for correction and update. Any errors or 
changes discovered in low priority areas may not be corrected. Other software is used to actually 
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update the MTdb (e.g., TURFUI), but we have no details on those procedures, so we are unable 
to comment on its capabilities or efficiencies.  
 
There are several difficulties with this change detection and update process. Both the 
identification and update processes are manual procedures, using photointerpretation techniques. 
As such, the effectiveness and efficiencies of the process are dependent on the skill and ability of 
the photo interpreter. Differing skill levels of the photo interpreters makes it difficult to maintain 
a consistent level of quality in the results.  
 
The separation, both temporally and by work assignment, of the change detection process 
(iSIMPLE) and the update process (TURFUI), means that each targeted area gets handled twice. 
The iSIMPLE operator does not mark the features to be changed or added, but merely notes their 
existence and tallies these scores in a matrix. Then at some later time the TURFUI operator is 
asked to repeat the discovery of the changes noted by the iSIMPLE operator within the targeted 
area. Our experience in the photo interpretation process suggests that these two assessments will 
not be uniformly consistent. This is particularly true given the absence of detailed data collection 
specifications and procedures.  
 
Having the targeting decision based solely on the count of errors is also of concern. In such a 
scheme, all errors have an equal weight. A missing unnamed road leading to single house has the 
same effect on the scoring algorithm as a missing segment of an Interstate highway. Also the 
scoring algorithm does not take into account the spatial context of the errors. A cell that contains 
30 discrepancies out of 300 features (a 10% rate) would be targeted for processing, where a cell 
that had 6 discrepancies out of 30 features (a 20% rate) would not be targeted. 
 
Both iSIMPLE and TURFUI utilize, for the most part, NAIP imagery. The NAIP imagery, 
collected by the Department of Agriculture, is collected at the time of year when the vegetation 
is active (leaf-on photography).  In terms of collecting road features, this is precisely the wrong 
season for the photography, since road features can easily be obscured by overhanging 
vegetation. Aerial photographs taken when vegetation is dormant (leaf-off) are preferable for 
mapping linear features.  
 
The NAIP imagery is collected over the United States on a three-year cycle (based on current 
resources).  Unless the iSIMPLE program utilizes another image source, the lack of current 
imagery would limit iSIMPLE evaluations to at most 1/3 of the country each year. Given the 
varying level of funding obtained by the NAIP program in the past and the uncertainties 
surrounding future levels of federal funding, it is quite possible that the image revisit cycle will 
be lengthened, thus decreasing its utility to the Census Bureau.  
 
Finally, these change detection operations focus on linear road features.  The evaluation of the 
fidelity of the MSP data or the discovery of new housing units/structures is beyond the scope of 
their design.   
 
Item 3. ENVI raster to raster change detection targeting 
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Building upon its expertise in hyperspectral analysis, ENVI offers a suite of algorithms that can 
be used to classify individual multispectral images into various spectral or information classes.  
In addition, ENVI provides one of the more robust suites of change detection algorithms.  The 
algorithms range from simple multiple-date image differencing and principal component 
analysis, to post-classification comparison of two thematic maps, to the more advanced wizard-
based ENVI EX Feature Extraction with Rule-based Classification software that incorporates 
machine-learning into the change detection process.  The creation of an appropriate ENVI EX 
Feature Extraction change detection model requires careful consideration of a significant 
number of image and terrain characteristics.  The model may or may not be extendable to other 
geographic areas because of differences in the spatial and spectral characteristics of the imagery, 
time of year of remote sensing data collection, and/or environmental characteristics that are not 
held constant. Therefore, the model may have to be “rebuilt” often. 
 
Item 4. Augment MTdb with Local GIS data 
 
This item refers to the conflation (combination) of local data sources with the holdings of the 
MTdb. As we noted in Section 1.5, using conflation as part of the MTdb update and maintenance 
program is an important consideration because substantial change information might be obtained 
in this manner without the use of remote sensor data. If GEO can successfully implement 
conflation routines into its production operations, then the areas requiring updates utilizing 
remote sensing could be greatly reduced. The use of conflation is being actively investigated by 
GEO staff. A comprehensive plan has been set forth in REC-2012-034, Recommendation to Use 
Conflation Software to Update MTdb. We encourage the staff to proceed with their 
investigations on this topic. 
 
Item 5. Use of contributed external updates to MTdb 
 
In our report Researching Address and Spatial Data Digital Exchange and Data Integration 
(Dobson, Cowen, and Guptill, 2010), we recommended that GEO undertake a number of pilot 
projects, each examining a slightly different approach to the collection of address and spatial 
data from external sources. Two of them were variations of community-based contributions of 
data. While it is possible that crowdsourcing could be of considerable value for updating the 
MTdb, it is unclear to us that a Census website would attract enough traffic to benefit from the 
error correction mechanism of crowdsourcing - equating more eyes with less error.  We noted 
that using an OSM-like model to solicit address and spatial data for use when the Census is 
officially required to request information from local governments (as in LUCA or BAS), might 
be an approach that would increase the likelihood of participation while reducing the amount of 
error in the responses.    

 
Item 6. Augment MTdb with administrative records 
 
We question the value added by adding additional sources of address information. Our 2010 
report on addresses and addressing (Dobson, Cowen, and Guptill, 2010) contains an extensive 
analysis of this issue. In that report, we examined the following categories of address suppliers: 
direct marketers/mass mailers, package delivery companies, parcel mapping companies, 
automobile navigation companies, white page publishers, utilities and infrastructure providers, 
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and local sources of address information that included city/county, regional, and state sources.  It 
is without question that local sources of address data have the most comprehensive and up-to-
date address databases, but collecting and harmonizing these data pose serious challenges in 
terms of time and effort.  Parcel mapping companies are the next best source of information, 
although their efforts may be matched by the address databases of package delivery companies 
that, unfortunately, are not interested in licensing their databases. 

 
Item 7. Utilize all available relevant materials 
 
As we have stated in this report, we believe that address points and parcel information, whether 
obtained from governmental officials or from commercial vendors, have a high potential value in 
improving the quality and content of the MTdb. Other data sources should be utilized as 
appropriate, if their quality and lineage can be determined and they conform to Census Bureau 
standards.  
 
 
8.7 Imagery Sources 
 
Section 4.0 reviewed a substantial number of satellite and airborne remote sensing systems that 
collect panchromatic, multispectral, hyperspectral, LiDAR, and RADAR imagery of potential 
interest to the Census Bureau.  This included sensor systems operated by: 
 

a) U.S. and foreign government agencies such as:  
 

 NASA/USGS: Landsat, ASTER, MODIS, EO-1, AVIRIS;  
 Republic of China: FORMOSAT-2;  
 Korea: KOMPSATs;  
 European Space Agency: Sentinel-2, ENVISAT, Sentinel-1ab SAR; and 
 Indian Space Research Organization: CartoSat, ResourceSat, and RISAT-1SAR. 
 

 b) U.S. and foreign commercial firms such as: 
 

 GeoEye, Inc.: IKONOS-2, GeoEye-1 and GeoEye-2;  
 DigitalGlobe, Inc.: QuickBird, WorldView 1-3;  
 Astrium, CNES SPOT: Pleiades;  
 ImageSat International, Inc.: EROS A and B;  
 RapidEye, Inc.: RapidEye (5 satellites);  
 DMC International Imaging Ltd.: NigerSat-2;  
 Canadian RADARSAT-1 and -2 and Constellation;  
 Leica, Inc.: ADS80, RCD30, Z/I imaging DMAC aerial Camera, ALS-70;  
 Microsoft, Inc.: UltraCam Eagle;  
 Pictometry International Inc.: vertical and oblique photography;  
 Australian HyVista, Inc.: HyMap;  
 Canadian ITRES Research, Ltd.: CASI, MASI and TASI; and 
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 Intermap, Inc.: NEXTMAP Interferometric Synthetic Aperture Radar.  

 
The significance of these numerous types of remote sensor data to Census Bureau requirements 
were reviewed in Section 4. In addition, the USGS makes available some of these data via its 
Earth Explorer web site (http://earthexplorer.usgs.gov/). A listing of the data holdings relevant to 
the Census Bureau’s requirements provided by USGS is shown in Table 8-1. 
 
Table 8-1. Selected remote sensing datasets available to the Census Bureau via the USGS Earth 
Explorer web site (Source: USGS). 
 

Selected Data Sets Web Enabled 
Through USGS Earth Explorer 

  
Data Set Description 

DOQQ (native, GeoTIFF) 
  Digital images of aerial photos which combine the image characteristics of 

the photo with the georeferenced qualities of a map -1-meter ground res. 

HRO  High Resolution Ortho 
  Digital images of aerial photos which combine the image characteristics of 

the photo with the georeferenced qualities of a map -1-meter ground res. 

NAPP High Res   25 micron scanned copy of the archived film collections 

NAPP Medium Res 
  63 micron digitized copy of single frames records of various data sets in 

the archive. 

GeoEye-1 - CDAM 
  Commercial imaging system collects images with a ground resolution of 

0.41-meters or 16 inches in the panchromatic mode 

IKONOS - CDAM 
  A high-resolution satellite operated by GeoEye- capturing a 3.2 m 

multispectral, near-infrared (NIR)/0.82m panchromatic resolution at nadir. 

ORBVIEW - CDAM 
  GeoEye OrbView-2 provides broad area coverage in 2,800 km-wide 

swaths 

QUICKBIRD - CDAM   QuickBird collects image data to 0.61m pixel resolution. 

WORLDVIEW-1 - CDAM   Panchromatic imaging system features half-meter resolution imagery.  

WORLDVIE- 2 - CDAM 
  High-resolution 8-band multispectral commercial satellite with 1.85 m 

resolution at nadir.  

OrbView 3   Complete worldwide collection obtained from GeoEye  in 2010 

ASTER GDEM   Global DEM for all the land area covered by ASTER 
SRTM  Shuttle Radar Topography 
Mission  (DTED, BIL, SWBD) 

  SRTM dual SIR-C and dual X-band (X-SAR) configured as a baseline 
interferometer to collect data over 80% of the Earth's land surface (2002). 

ALOS   PALSAR (L0, L1, L5) 
  Japan's Advanced Land Observing Satellite with the Phased Array type L-

band Synthetic Aperture Radar (PALSAR) instrument. 
SPOT North America Data Buy 1 
(SPOT4 & SPOT 5 1A, 
L1GST,L1T)  

  
SPOT 4 and 5 coverage of North America acquired between Dec 2009 
through Dec 2010. 

SPOT North America Data Buy 2 
(SPOT4 & SPOT 5 1A, 
L1GST,L1T)  

  
SPOT 4 and 5 coverage of North America acquired between Dec 2010 
through Dec 2011. 

ASTER Level 1B   Collection managed and distributed by the LPDAAC using EarthExplorer 
 

On-demand scanning - copy archived and web-enabled 

Data archived by another project but delivered through EE 
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If GEO wishes to test the utility of other sensor types and resolutions, data from the Earth 
Explorer could be utilized. Also, it should be noted that the USGS has in place Indefinite 
Delivery, Indefinite Quantity (IDIQ) contracts that provide access to RapidEye, SPOT 4, SPOT 
5, Deimos-1, FormoSat, TerraSAR-X/Tandem-X, IKONOS, GeoEye-1, Quickbird, WorldView-
1 and WorldView-2 satellite data. 
 
To maintain its databases to support ongoing surveys, the Census Bureau requires frequent 
imagery for potentially any part of the country. Ideally, this would be high resolution imagery 
(0.5 x 0.5 m or finer) collected on a bi-annual basis for the entire United States. The resources 
needed for such an undertaking are beyond the current budget of the Census Bureau, so some 
compromises need to be considered. Below we present our observations about logical types of 
remote sensor data to be used for Census Bureau change detection. 
 

8.7.1 Aerial Photography 
 
Aerial photography is still collected by film cameras, but an increasing number of 
photogrammetric engineering firms are using digital frame cameras (Figure 4-1a,b). Some of the 
major digital frame cameras in use are the Leica Z/I imaging DMAC; Microsoft UltraCam Eagle 
and Pictometry International PentaView capture system. Photogrammetric firms in the United 
States routinely collect high spatial resolution aerial photography (<1 x 1 m) for all of the U.S. at 
least every three years, especially for the U.S.D.A. National Agricultural Imagery Program 
(NAIP).  Multiple photogrammetric engineering firms are required to complete the large data 
collection. 
 
Photogrammetric engineering firms determine the distribution of the horizontal and vertical 
ground control, sensor specifications, the altitude at which the plane will fly, and the percent 
sidelap and endlap.  This results in the collection of stereoscopic aerial photography which is 
analyzed photogrammetrically to produce orthophotography with approximately 1 x 1 m spatial 
resolution.  In addition, many of the counties in the United States acquire high spatial resolution 
aerial photography every few years.  For example, Pictometry International, Inc. flies 60 aircraft 
(70 aircraft in 2013) to collect aerial photography for more than 1,100 U.S. counties, usually 
with leaf-off specifications. The high spatial resolution (<1 x 1 m) digital orthophotography can 
be analyzed visually on the computer screen to identify buildings and roads.  The multiple-band 
data (usually RGB or Green, Red, and Near-infrared) can be input to numerous image 
classification algorithms to map building rooftop and road network material land cover. The 
results of these investigations can be input to change detection algorithms. Conversely, the 
original frames of stereoscopic aerial photography can be analyzed in stereo to extract very 
accurate building and road network information as previously discussed.  
 
Unfortunately, commercially-available digital aerial photography and orthophotography is 
expensive. This is the reason the Census Bureau has relied primarily on USDA NAIP 
photography. At the present, the Census Bureau obtains USDA NAIP imagery at little or no cost 
and acquires data from local authorities that make their imagery freely available.  A major 
drawback is that NAIP imagery is collected primarily during leaf-on conditions to satisfy USDA 
crop assessment requirements. Tall vegetation can obscure important residential buildings and 
roads that are of great interest to the Census Bureau. In addition, the Bureau does not always 
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obtain the imagery on a timely basis. Even under good circumstances, over a year may elapse 
from the date of image acquisition to the date the imagery becomes available for use. It is 
possible that closer collaborative arrangements between the agencies collecting imagery and the 
Census Bureau could shorten the image delivery cycle.  It is probably not wise to count on the 
Imagery for the Nation program discussed in Chapter 4 at this time.  
 
Of course, the digital aerial photography and associated orthophotography can be acquired using 
detailed Census Bureau specifications under contractual agreement with photogrammetric 
engineering firms and be delivered in a very timely fashion. However the costs may be higher 
than the Census Bureau is willing to support. Estimates of the cost of collecting digital aerial 
photography of all non-federal lands in the United States to be used to map the location of all 
residential structures were obtained from two commercial firms.  The estimates are provided 
under separate cover. 
 

8.7.2 SPOT Imagery 
 
The French SPOT 4 and 5 satellites provide imagery with spectral and spatial resolution 
characteristics that can be used to extract the building centroid and/or road information required 
by the Census Bureau. The satellites collect a wide swath of data and have a frequent revisit 
cycle, thus increasing the likelihood that areas of interest will have coverage with recent 
imagery. SPOT 6 could be especially useful for Census change detection with its 1.5 x 1.5 m 
spatial resolution. Ideally, the data are radiometrically corrected and geometrically corrected to 
become orthoimagery. The imagery is then analyzed using photogrammetric or digital image 
processing algorithms to extract useful building and/or road planimetric information.   
 
USGS has awarded a contract to Spot Image Corporation for moderate-resolution optical 
imagery from the SPOT 4 and SPOT 5 satellites. The SPOT data obtained through this 
mechanism area processed to a “GIS ready” state and distributed at no charge via the Internet to 
U.S. Federal, civil, State, and local government users, per the licensing arrangements of the Data 
Buy contract. The SPOT data from the EROS Data Center represents perhaps the best source of 
current imagery available to the civilian community. Data is available a week or less after 
acquisition. For example, an image of the Suitland, MD, area collected on June 15, 2012 is 
shown below (Figure 8-2). This combination of frequent collection and rapid distribution is of 
great significance to the Census Bureau, since in attempting to maintain an up-to-date database, 
the most contemporaneous imagery available should be utilized. For these reasons, the SPOT 
data are very well suited for use in validating datasets that may have been obtained from local 
sources for conflation with the MTdb. 
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Figure 8-2. SPOT 5 panchromatic 5 x 5 m spatial resolution image of the area around Suitland, 
MD, near the Census Bureau collected on June 15, 2012 (imagery courtesy of SPOT Image, Inc. 
and the U.S.G.S.) 

We recommend that the Census Bureau work with USGS to ensure that SPOT data continues to 
be made available for their use in the future. The Census Bureau should consider providing 
funding to USGS, if needed, to keep this agreement in place. 
 

8.7.3 GeoEye and DigitalGlobe Imagery 
 
Both GeoEye-1 imagery and various types of DigitalGlobe, Inc. imagery (QuickBird, 
WorldView-1, and WorldView-2) meet the Census Bureau’s requirements for spatial resolution 
(for building and/or road change detection) and offer the potential of providing imagery in a 
more timely fashion than aerial imagery. Importantly, as part of the NGA Enhanced View “data 
buy”, the Census Bureau can obtain access to the entire imagery holdings of both firms at no 
cost.  A successful launch of GeoEye-2 in 2013 and WorldView-3 in 2014 is very important to 
the Census Bureau because it would improve the probability of obtaining high-spatial resolution 
multispectral imagery prior to the 2020 Census. To take advantage of perhaps hundreds of 
millions of dollars of NGA EnhancedView data through the years leading up to the 2020 Census, 
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the Census Bureau should dedicate personnel to identifying, requesting and securing the imagery 
from NGA via USGS using the established procedures on a routine basis.. 
 
8.8 Image Base for Corporate Listing Device 
 
While beyond the scope of this report, we would be remiss not to note that it is anticipated that 
the Corporate Listing Device (CLD) that is being planned for use in field operations for 
upcoming census activities, will contain an image base, with overlays of selected content from 
the MTdb. It is highly desirable that FRs see MSPs and the MTdb information in their proper 
planimetric locations and attributed correctly when overlaid on rectified digital imagery. If these 
features are mis-aligned when displayed in the Corporate Listing Device in future field 
operations, it is likely that significant errors and extraneous edits will be introduced by field staff 
during any field operations.  
 
It would seem that this factor alone, independent from the need to continually maintain the 
MTdb to support ACS and other activities, justifies a significant effort to precisely locate (i.e. 
align with high resolution imagery) the most important content elements of the MTdb. While this 
would be a major undertaking, the consequences of not doing so will likely incur costs that far 
exceed the expense to upgrade the MTdb. Likewise, the need for an image base for the CLD is a 
rationale for GEO to explore a variety of options for providing a high resolution image base that 
can be used by portable devices in the field. 
 
8.9 Strategy for Maintenance and Continual Update 
 
Change detection is one component of the process of data maintenance and continual update. It is 
useful to place the change detection activity (the act of discovering and delineating differences 
with the reference base and adding/modifying/deleting MTdb features) within what we see as the 
workflow for the entire activity. While the process is described in terms of change detection, it 
would be applicable to an upgrade process of the entire MTdb. 
 
The more types of features that are subject to the change detection procedures, the more complex 
the entire process becomes. If possible, the types of features that are tracked and updated should 
be simplified. The feature set should be limited to those of highest importance to the major 
objectives of the Census Bureau, which we believe to be the MSPs and the features, primarily 
public roads, used to form block boundaries. A spatially accurate and current set of MSPs and 
block boundaries will enable accurate geocoding and enumeration. 
 
With this in mind, we believe it is the appropriate time to reconsider the concept of holding every 
TIGER feature within a single spatial manifold, or in other words, having every feature in one 
integrated graph. As the available set of features increases in number, and more accurate spatial 
locations are available for all features (roads represented as areal features, boundaries not 
coincident with road or stream centerlines, etc.) the single integrated graph model imposes extra 
levels of complexity for perhaps little benefit.    
 
Examining imagery covering hundreds of millions of acres of territory looking for change, 
whether done by computers or humans, is a resource intensive and error prone process. The 
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Census Bureau has at its disposal other, more accurate and sensitive indicators of changes in the 
housing unit universe. These would be changes in the USPS DSF, which can target changes at 
least to the 5-digit ZIP areas and the Census Bureau survey on residential housing construction 
statistics to the county level. Records from local authoritative sources on addresses and housing 
units could also be useful in targeting the areas of greatest potential change. A decision support 
system that weighs such factors should be constructed to guide change detection activities and 
eventually targeted address canvassing.  
 
For the identified target areas, one should determine if external data sets exist for that area that 
could augment or improve the MTdb holdings. If so, those data should be conflated with the 
MTdb holdings. The conflation activity, in and of itself, may provide current data and resolve the 
changes identified by the targeting system. Any changes promulgated by the conflation system 
should be verified, either in totality or on a sample basis, by comparing the changes to “ground 
truth” imagery, which is at least as current at the most current data set used in the conflation 
process.  
 
If data sources for the conflation process do not exist, or the process results in fewer changes 
than expected (for example the housing construction survey reports 1,000 completed new 
housing units, but the local sources show only 50), then current high resolution imagery should 
be used to perform the change detection. The change detection process, whether conducted 
entirely by humans, with machine assistance, or totally by software, should be done in a 
photogrammetric grade environment to ensure highly accurate positional data for the housing 
units. 
 
8.10 Use of Private Sector and Other Resources 
 
Obtaining digital parcel data (comprised of parcel boundaries, parcel address, and type of use) 
could be a valuable auxiliary source of information. The data could be useful in judging the 
quality of current MSP data, assigning addresses to building structure points identified in 
imagery, and determining areas of change (via change in status). While the Census Bureau could 
attempt to assemble a nationwide dataset by gathering information from its local governmental 
partners, the feasibility of using commercial sources (e.g., by CoreLogic, Inc.) should be 
explored.  

 
The activities described in this report would require that Census Bureau staff have access to a 
large collection of imagery. Assembling, managing, and maintaining such an image collection is 
a major undertaking. Although the Census Bureau could provide this service, it would require a 
significant investment in staff and infrastructure, even before the imagery collection is acquired. 
Certainly the Census Bureau needs in-house capabilities, but the bulk of the operation could be 
run as an image service for Census. This could be done either by another government agency 
with experience in handling large image datasets (e.g. NOAA or USGS) or by a private sector 
company.  
 
Alternatively, Census could  operate independently, attempting to acquire imagery for free from 
various sources.  Or, in addition to free data, it could pool resources with other agencies (either 
federal or state) to acquire data in needed areas, or to fund systematic data collections of the 
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nation. A third option is to contract the entire enterprise, and have private sector firms collect, 
process, and interpret imagery to Census Bureau specifications, and to provide the processed 
imagery to the Bureau as an image service.  
 
An additional alternative would be to enter into a collaborative arrangement with private sector 
firms that are currently doing systematic collection of imagery of the entire country. Both 
Google and Microsoft have extensive programs to collect high resolution imagery of the United 
States on a regular basis. The public sees a version of this data via Bing Maps, Google Maps, and 
Google Earth. It could be worthwhile to see if either firm would provide access to their detailed 
data holdings (and the associated imagery metadata which is needed by Census) and/or provide 
private image services to the Census Bureau. 
 
As mentioned previously, as part of our research, we asked selected commercial vendors to 
provide brief descriptions about how they would use digital remote sensor data to identify new 
residential housing structures in preparation for the 2020 Decennial Census.  In addition we 
asked for estimates of the cost to perform this function on a repetitive basis for the Census 
Bureau.  Because of the company proprietary information provided to us, the responses to our 
request are in a separate addendum to this report. 

 
 
8.11 Possible Workflow for Change Detection 
 
A workflow has been prepared that shows one possible implementation of some of our 
recommended actions (Figure 8-3). The following text is keyed to the process steps in the 
diagram. 
 
1) Utilize decision support system to identify areas where change is likely to have occurred.  
 
The task of change detection and update is, in its entirety, so large that it must be portioned and 
prioritized. A decision support system that makes use of a number of indicators of change in the 
housing unit universe is probably the most effective way to perform such targeting. Other 
methods such as automated stratification of change/no-change areas using satellite imagery or 
categorization of quarter-quad areas using photo inspection are possible, but potentially less 
rewarding. 
 
2) Is there an authoritative source of road information that conforms to Census Bureau 
specifications? 
 
Once an area has been identified, the first action should be to identify and exploit other existing 
data sets that meet the Census Bureau’s spatial, temporal, and content specifications.  As part of 
the GSSI, we believe that GEO is improving its set of specifications, but we want to emphasize 
that detailed, unambiguous, and comprehensive specifications are vital to the success of the data 
improvement and update activities. 
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Figure 8-3.  Possible workflow for imagery-based change detection and update operations for the 
MTdb. 

 
3) Conflate local road information with MTdb content 
 
If the appropriate ancillary data exist, conflate the road network information with the MTdb.  A 
number of viable technical solutions exist to perform this task. Conflicts and ambiguities need to 
be noted for resolution during a validation process.  
 
4) Is there an authoritative source of address points that conform to Census Bureau 
specifications? 
 
Road network data typically does not have associated address range attributes and very few have 
specific address values and locations. Thus an ancillary data set containing address points 
(structure location and street address) is highly desirable. 
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5) Use address points as MSPs 
 
The ancillary address point data should be conflated with the MSP data in the MTdb. Conflicts 
and ambiguities need to be noted for resolution during a validation process.  
 
6) Conduct field surveys for street and MSP geometry and attributes 
 
If imagery is not available, field surveys could be conducted to collect new and/or revised road 
network information as well as housing unit addresses and locations. These activities would be 
similar to those likely to be conducted during address canvassing operations for the 2020 census. 
As such, field data collection activities conducted over the next several years could serve as a 
test bed for activities to follow later in the decade.  
 
7) Is there imagery that conforms to Census Bureau specifications? 
 
Imagery that meets Census Bureau specifications is vital for both compilation and validation 
processes.  
 
8) Collect appropriate imagery  
 
If appropriate imagery is unavailable, avenues exist for tasking a variety of data collection 
systems. A lack of resources for image acquisition could require engaging partners in mutually 
beneficial partnerships. 
 
9) Extract roads and MSPs from imagery using photogrammetry, digital image processing, 
and/or visual image interpretation 
 
A variety of technical solutions exist to extract road and MSP locations from imagery. The most 
viable solution (or mix of solutions) will depend on the fiscal and human resources available (if 
work is done in-house).  It should be noted that the Census Bureau should attempt to collect 
information of the highest accuracy feasible, thus avoiding possible corrections and/or 
recollections at a later time. 
 
10) Conduct field surveys to obtain road and MSP attributes 
 
Similar to the process described in #6, but without the need to collect location information.  
Again, it is an opportunity to test field collection equipment, software, methods, and procedures 
prior to 2020 decennial operations. 
 
11) Is there an authoritative source of parcel data that conforms to Census Bureau 
Specifications? 
 
Parcel data can be obtained from both governmental and private sources. It is important for 
Census Bureau purposes that the data allow the identification of parcels that contain housing  
units.  
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12) Use parcel centroids as MSPs 
 
Parcel centroids allow housing units to be geocoded to the appropriate census block. If the parcel 
is large, the centroid could be located some distance from the structure of the housing unit.  
 
13) Validate additions from authoritative sources with imagery and/or field surveys and update 
MTdb 
 
Data obtained from external sources must be validated, either comprehensively or on a sample 
basis. Appropriate imagery can be an effective tool to confirm the existence of features provided 
by external data providers. Independent validation of attribute information probably requires 
field operations.   
 
8.12 Conclusions 
 
The MTdb needs to be constantly maintained and updated in order to ensure the accurate 
enumeration and tabulation of census surveys. Use of imagery has a large role to play in this 
activity. Presently, automated change detection technology utilizing imagery has not matured to 
an operational level. However, methods such as Pictometry’s ChangeFindr show promise in that 
regard. Until the technology improves, manual interpretation and delineation of change 
(computer aided in some regards), in a photogrammetric environment, produces the most 
accurate data for updating the MTdb.  
 
The accuracy and efficiency of change detection (and particularly of automated means) is 
contingent upon working from an accurate database.  The positional accuracy of the MTdb 
(roads and MSPs) needs to be improved before automated techniques can be used effectively.  
 
To satisfy Census Bureau requirements for current data, a consistent supply of high-resolution 
imagery, available soon after collection, is needed. This may be difficult to obtain under the 
current model of relying on complimentary imagery. 
 
A stratification approach using imagery to identify areas of “change/no change” is probably not 
an effective means to target major areas of change for updating. A decision support system, 
utilizing other change indicators, is more appropriate. 
 
An image base coincident with accurately positioned roads, boundaries, and MSPs will be vital 
to Census field operations in this decade. GEO should take the lead in its creation and 
deployment.  
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