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This volume includes the six chapters that constitute the first half of the History: 2000 Census of
Population and Housing. These chapters present detailed descriptions of many aspects of Census
2000, including the early stages of research and planning, questionnaire development, advertising
and outreach, and data collection and processing.

Chapter 1, “The Context of Census 2000,” contains summary population totals for the United
States, Puerto Rico, and the Island Areas and for major race groups and an overview of the politi-
cal, statistical, and technological context in which the census took place. Chapter 2, “Planning
the Census,” describes preparations for the census, including lessons learned from the 1990
census, consultations with governmental and other data users, recommendations from the
National Academy of Sciences and other advisory groups, and the plans for and results of census
tests conducted between 1992 and 1998. Chapter 3, “Population and Housing Questions,”
summarizes the history of each question on the short and long forms, the response categories,
data uses, and any associated editing, allocation, and coding instructions. Chapter 4, “The
Partnership and Marketing Program,” reviews evaluations and recommendations from the
1990 program, the decision to use paid advertising in Census 2000, developing and implement-
ing an integrated marketing strategy, components of the partnership program, and a series of spe-
cial initiatives. Chapter 5, “Data Collection,” describes the organization and distribution of
regional census centers and local census offices, the hiring and training of temporary field staff,
the hardware and software used to track and assess census progress, and the different compo-
nents of the enumeration process. Chapter 6, “Data Capture and Processing,” summarizes
the decision to hire contractors to conduct data capture and manage the data capture centers, the
hardware and software used to capture census data, the headquarters tabulation process, identifi-
cation and deletion of duplicates, editing and imputation, intermediate data files, and the creation
of the 100 percent and sample detail files.

Volume 2 of this History: 2000 Census of Population and Housing covers such topics as data col-
lection and tabulation geography, mapping, creating and updating the census address list, data
products and their dissemination, the experimental and evaluation programs, legislation, litiga-
tion, the debate over sampling, and the census in Puerto Rico and the Island Areas.
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Census Day, 2000

By the President of the United States of America

A Proclamation

Every 10 years, as mandated by our Constitution, all persons living in the United States are called
upon to participate in the census. As the foremost method of gathering information about our Nation,
the census plays a crucial role in helping us to maintain our democratic form of government.

An accurate census helps to ensure that the rights and needs of every person are recorded and recognized
as we shape public policies, programs, and services. Too often in the past, children, minorities, and
low-income individuals have not been counted and, as a result, have not been fully and fairly served.
Census data are also used to determine the number of seats each State is allocated in the U.S. House
of Representatives, and State and local governments depend upon these data to draw legislative districts
that accurately represent their residents.

The census also serves as the basis for many public funding and private investment decisions. Census
results play a part in determining the portion each State receives of more than $185 billion in funds
distributed by the Federal Government each year. State and local public officials use census data to
decide where to build public facilities such as schools, roads, hospitals, and libraries. Census data also
are a valuable resource for businesses that are trying to identify where to build stores, office buildings,
or shopping centers.

The census is unique. It reaches every population group, from America’s long-time residents to its most
recent immigrants, and every age group from newborns to centenarians. The census touches every social
class and every racial and ethnic group. The census is truly a democratic process in which we all
can participate.

Census 2000 offers each of us an important opportunity to shape the future of our Nation. By taking
part, we help ensure the well-being of our families and our communities, and we fulfill one of our
fundamental civic duties. The U.S. Census Bureau has taken unprecedented steps to ensure full participation
in this first census of the new millennium. At the same time, the Bureau will continue its long tradition
of protecting the personal information of America’s citizens, and no other Government agency will be
able to see any individual or family census form. I strongly urge every man and woman living in
the United States to fill out and return his or her census form or to cooperate with census takers
who will help them do so.

NOW, THEREFORE, I, WILLIAM J. CLINTON, President of the United States of America, by virtue
of the authority vested in me by the Constitution and laws of the United States, do hereby proclaim
April 1, 2000, as Census Day. I call upon all the people of the United States to observe this day
with ceremonies, activities, and programs that raise awareness of the importance of participating in
Census 2000.

IN WITNESS WHEREOF, I have hereunto set my hand this first day of April, in the year of our Lord
two thousand, and of the Independence of the United States of America the two hundred and twenty-
fourth
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Chapter 1: The Context of Census 2000

INTRODUCTION

The 2000 Census of Population and Housing—the twenty-second decennial census of the
United States—was taken as of April 1, 2000, by the U.S. Census Bureau, an agency of the
U.S. Department of Commerce. This census covered the 50 states, the District of Columbia,
the Commonwealth of Puerto Rico, the Virgin Islands of the United States, the Pacific Island
Areas (American Samoa, the Commonwealth of the Northern Mariana Islands, Guam, and a
number of smaller islands), and federal civilian and military employees and their dependents
living overseas in 2000.

The population and number of housing units counted and tabulated in each of the areas covered
by Census 2000 were as follows in Table 1-1.

Table 1-1.
Population and Number of Housing Units on April 1, 2000, by Political Unit

Political unit Population Number of housing units
United States . ................ .. ... .. 281,421,906 115,904,641
Puerto RiCO. . ...t 3,808,610 1,418,476
American Samoa. ...t 57,291 10,052
GUAM . . 154,805 47,677
Northern Mariana Islands. ..................... 69,221 17,566
US. Virginlslands. ........................... 108,612 50,202
U.S. minor outlyingareas ..................... 316 (NA)
U.S. population abroad. ....................... 576,367 (NA)

(NA) Not applicable.

Source: U.S. Census Bureau, 2000 Census of Population and Housing, United States Summary: 2000, Population and Housing Unit
Counts, Part 1 (PHC-3-1), Table 1.

The data collected for the 50 states, the District of Columbia, and Puerto Rico were derived from

a limited number of basic questions asked about every person and about every housing unit
(referred to as the “100 percent” or “short-form” items) and from an additional set of questions
asked of only a sample of the population and their housing units (referred to as “sample” or “long-
form” questions). The Census Bureau relied on two basic questionnaires to collect these data:

a “short form,” containing only the 100 percent questions, and a “long form,” containing both the
100 percent questions and the additional sample questions. In the Virgin Islands and the Pacific
Island Areas, the data were derived from questions asked about the entire population and about
every housing unit; no questions were asked on a sample basis.

Census stakeholders (government agencies, nonprofit organizations, academic and policy
researchers, and private companies) showed considerable interest in demographic change and its
political implications in the United States during the 1990s. Interest focused particularly on the
racial and ethnic composition of the population that occurred during a decade of immigration and
differential birth and death rates. The 2000 Census figures revealed the breakdowns shown in
Table 1-2.
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Table 1-2.
Population by Race and Hispanic Origin for the United States: 2000

Percent of total

Race Population population

Total population. .........coiiiiiiiiiiiiiiiiiiianinnnns 281,421,906 100.0

(@ = = Vo= 274,595,678 97.6
Wite ..o 211,460,626 75.1
Black or African American ............ ... i 34,658,190 12.3
American Indian and Alaska Native............................ 2,475,956 0.9
ASIAN .. 10,242,998 3.6
Native Hawaiian and Other Pacific Islander..................... 398,835 0.1
Some Other Race . ...t 15,359,073 5.5
TWO OF MOFE FACES . . v\ ottt e ettt e et ettt s 6,826,228 2.4
Hispanic origin (of anyrace)............ ... ... ... i L. 35,305,818 12.5

Source: U.S. Census Bureau, Census 2000 Summary File 1 (SF 1), 100 Percent Data, Table DP-1 (“Profile of General Demographic
Characteristics: 2000”).

The increase of 32.7 million people in the U.S. population during the 1990s was the largest
census-to-census increase in American history.! An important change between the 1990 and 2000
censuses was that in 2000 respondents had the option of selecting one or more race categories to
indicate racial identity. Because of this and other changes, Census 2000 race data are not directly
comparable with data from earlier censuses. In the table above, the total population
(281,421,906) is equal to those reporting themselves as identifying with one race (274,595,678)
added to those reporting two or more races (6,826,228). In this classification system, respondents
claiming Hispanic origin may identify with any race or combination of races. While the overwhelm-
ing majority of respondents (97.6 percent) reported only one race, when given an opportunity to
express themselves, nearly 7 million respondents identified with two or more races.?

Major Events in the Planning and Conduct of Census 2000

Modern census taking is an enormously complex process. The chronological list of events in
Appendix A, “Major Events in the Planning and Conduct of Census 2000” gives a sense of the
range of issues and activities with which the Census Bureau had to grapple in planning and con-
ducting Census 2000.

The Census Cycle and Cost of Census 2000

Traditionally the census budget cycle lasted for 10 years, from October 1 of the year ending in “3”
before the census year until September 30 of the year ending in “3” after the census. However, the
amount of planning, testing, and rethinking that characterized Census 2000 required that the
Census Bureau begin preparations in 1987. After a thorough assessment of the 1990 census, the
agency adopted an ambitious plan in 1995 involving extensive expansion in the use of probability
sampling in Census 2000. However, the U.S. Supreme Court concluded in January 1999 that the
Census Bureau’s governing statute, Title 13 of the U.S. Code, forbade the use of sampling for
determining congressional reapportionment. Since sampling for reapportionment purposes was a
key element of the 1995 plan, this ruling caused a significant compression of the time schedule.

Census 2000 cost approximately $6.5 billion in nominal dollars, created about 860,000 jobs, and
employed as many as 550,000 people during the peak of operations in 2000.

' Marc J. Perry and Paul J. Mackun, “Population Change and Distribution: 1990 to 2000,” Census 2000 Brief,
C2KBR/01-2, April 2001, p. 1.

2 Elizabeth M. Grieco and Rachel C. Cassidy, “Overview of Race and Hispanic Origin,” Census 2000 Brief,
C2KBR/01-1, March 2001, pp. 1-3, 5, 10-11.
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Legal Authority

Census Day for the United States was April 1, 2000.3 On December 28, 2000, Secretary of
Commerce William M. Daley delivered to President William Jefferson Clinton the Census Bureau’s
official population counts by state for purposes of reapportioning the seats in the U.S. House of
Representatives. The President formally transmitted the tabulations to the House on January 6,
2001. Included in the delivery was a statement of the number of seats per state calculated accord-
ing to the “equal proportions” method the Congress had specified.#

The transmission of the reapportionment information occurred because the U.S. Constitution
required the Congress to carry out the census in “such manner as they shall by Law direct” (Article
I, Section 2). In 1954, Congress codified the statutes authorizing the decennial census, other cen-
suses, and economic and demographic surveys conducted by the Census Bureau under a pledge
of confidentiality to respondents as Title 13, U.S. Code.5 Following its adoption, Title 13 was
amended several times, and it governed Census 2000.

Initially, apportionment data had to be delivered to the President 8 months from Census Day. In
1976, Public Law (PL.) 94-521 extended the date for delivering apportionment data to the presi-
dent to 9 months from Census Day.

In 1975, PL. 94-171 amended Title 13 and required the Census Bureau to deliver to each state,
within 1 year after Census Day, population counts for officials to use in drawing state and local
legislative boundaries that would comply with court mandates for “equal representation.”

The agency transmitted all these materials—for more than 8 million census blocks and nearly
130,000 state-provided voting districts—by March 31, 2001.

The apportionment that followed Census 2000 shifted 12 seats in the U.S. House of Representa-
tives among 18 states (see Table 1-3). Eight states increased their representation in the 108th
Congress that convened in January 2003, while ten states lost seats. Of the eight states that
gained seats, four (AZ, FL, GA, and TX) gained two seats each; four others (CA, CO, NV, and NC)
gained one seat each. Two states, NY and PA, lost two seats each; CT, IL, IN, MI, MS, OH, OK, and
WI each lost one seat.

Between 1990 and 2000, the regional pattern of change in representation reflected the country’s
shift in population from the Northeast and Midwest to the South and West (see Figure 1-1). The
South and West experienced net gains of five seats each, while the Northeast and Midwest each
lost five seats. Of the four census regions, the South had the largest share of seats (35 percent),
followed by the Midwest and the West (23 percent each), and the Northeast (19 percent).

3 Census Day has been April 1 for each decennial enumeration since 1930. Most census questions were to
be answered with reference to April 1, 2000, regardless of the actual date the respondent or enumerator com-
pleted the questionnaire. (The question, “LAST WEEK, did this person do ANY work for either pay or profit?”
and related questions on labor force status referred to the full calendar week or other time period prior to the
completion of the questionnaire. However, the question on residence 5 years ago specified April 1, 1995, as
the reference date.) In remote Alaska, enumerators began making their rounds in January, before the spring
thaw, but asked all questions in relation to Census Day. If a birth was expected between then and April 1, the
enumerator asked the respondent to mail in a report for the new arrival.

4 See U.S. Census Bureau, “Computing Apportionment,” 2001, available on the Internet at
<http://www.census.gov/population/www/censusdata/apportionment/computing.html>, accessed on
October 10, 2007. For an overview of the various methods used to apportion seats in the U.S. House of
Representatives, see U.S. Census Bureau, “Counting for Representation: The Census and the Constitution,”
1987; and David McMillen, “Apportionment and Districting,” in Encyclopedia of the U.S. Census, Margo J.
Anderson (ed.) (Washington, DC: Congressional Quarterly Press, 2000), pp. 34-42.

> The Census Bureau also takes surveys on a reimbursable basis for other sponsoring agencies under the
authority of Title 15, U.S. Code, which does not extend the confidentiality guarantee of Title 13 to the informa-
tion provided by respondents but does extend the confidentiality standards, if any, of the sponsoring agency
to respondent information.
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Table 1-3.
Apportionment Population and Number of Representatives by State:
Census 2000

Number of apportioned
State Apportionment representatives based Change from 1990
population on Census 2000 census apportionment

Total apportionment

population............... 281,424,177 435 (NA)
Alabama ........................... 4,461,130 7 0
Alaska ... 628,933 1 0
Arizona ......... 5,140,683 8 +2
Arkansas.................ooii... 2,679,733 4 0
California. ..., 33,930,798 53 +1
Colorado ... 4,311,882 7 +1
Connecticut. . ....................... 3,409,535 5 -1
Delaware........................... 785,068 1 0
Florida ............ i 16,028,890 25 +2
GEOrgia . v 8,206,975 13 +2
Hawaii ............................. 1,216,642 2 0
Idaho .......... ... 1,297,274 2 0
lllinois. ..................... ... ... 12,439,042 19 -1
Indiana.................. .l 6,090,782 9 -1
lowa...........oo 2,931,923 5 0
Kansas..........cooiiiiiiiiiiii., 2,693,824 4 0
Kentucky . ...... ... il 4,049,431 6 0
Louisiana. ......... ... 4,480,271 7 0
Maine............... ... 1,277,731 2 0
Maryland . ............. ... .. ... 5,307,886 8 0
Massachusetts...................... 6,355,568 10 0
Michigan ......... .. ... . o L. 9,955,829 15 -1
Minnesota . ............. ... ... ... 4,925,670 8 0
Mississippi. .. ..coii 2,852,927 4 -1
Missouri.........c.oooiiiiii 5,606,260 9 0
Montana ........................... 905,316 1 0
Nebraska........................... 1,715,369 3 0
Nevada ..............oooiiiiiin. 2,002,032 3 +1
New Hampshire..................... 1,238,415 2 0
New dersey.........coovviviiaa... 8,424,354 13 0
New Mexico . ...t 1,823,821 3 0
New York. ...t 19,004,973 29 -2
North Carolina ...................... 8,067,673 13 +1
North Dakota ....................... 643,756 1 0
ONiO .o 11,374,540 18 -1
Oklahoma .......................... 3,458,819 5 -1
Oregon. ... 3,428,543 5 0
Pennsylvania ....................... 12,300,670 19 -2
Rhode Island ....................... 1,049,662 2 0
South Carolina...................... 4,025,061 6 0
SouthDakota....................... 756,874 1 0
Tennessee. ..., 5,700,037 9 0
TeXas . ..o 20,903,994 32 +2
Utah. ... 2,236,714 3 0
Vermont.............. ... ..t 609,890 1 0
Virginia. . . ..o 7,100,702, 1 0
Washington. ................ .. ..., 5,908,684 9 0
West Virginia ...t 1,813,077 3 0
Wisconsin ... 5,371,210 8 -1
Wyoming . .....ooiiiiiiiiiii 495,304 1 0

(NA) Not applicable.

" Includes the resident population for the 50 states, as ascertained by the Twenty-Second Decennial Census under Title 13 U.S.
Code, and counts of overseas U.S. military and federal civilian employees (and their dependents living with them) allocated to their home
state, as reported by the employing federal agencies. The apportionment population excludes the population of the District of Columbia.

Note: As required by the January 1999 U.S. Supreme Court ruling (Department of Commerce v. U.S. House of Representatives,
525 U.S. 316, 119 S.Ct. 765 (1999)), the apportionment population counts do not reflect the use of statistical sampling to correct for over-
counting or undercounting.

Source: U.S. Census Bureau <http://www.census.gov/population/www/censusdata/apportionment.html>. Internet release date:
December 28, 2000.
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Organization of the Census Bureau

Census 2000 was administered from the Census Bureau’s headquarters building in Suitland, MD,
with added space in nearby “satellite” locations as needed. Large-scale clerical operations were
handled at the agency’s National Processing Center in Jeffersonville, IN. To house its centrally
managed computer resources and as part of its recovery plan for dealing with potential disasters,
the agency established a computer center in Bowie, MD, in 1997.

Twelve regional offices (ROs) throughout the country undertook various current surveys and
supervised decennial census activities in their areas. These offices were located in Atlanta, GA;
Boston, MA; Charlotte, NC; Chicago, IL; Dallas, TX; Denver, CO; Detroit, MI; Kansas City, KS; Los
Angeles, CA; New York, NY; Philadelphia, PA; and Seattle, WA. For the census field enumeration,
each RO established a companion “regional census center” (RCC) nearby. The 12 RCCs managed
520 temporary local census offices (LCOs) throughout the 50 states and the District of Columbia
for data collection. The Boston RCC also supervised nine LCOs and an area office in Puerto Rico,
while headquarters directed five LCOs in the Virgin Islands and the Pacific Island Areas.

Whereas the 1990 census had seven processing offices (Albany, NY; Austin, TX; Baltimore, MD;
Jacksonville, FL; Jeffersonville, IN; Kansas City, KS; and San Diego, CA), Census 2000 involved four
data capture centers, located in:

Phoenix, AZ

= Pomona, CA

= Rosedale, MD

= Jeffersonville, IN (in the Census Bureau’s permanent facility there).
The agency awarded data-processing contracts to:

= Lockheed Martin Mission Systems to develop and test the hardware and software needed to
control census mail returns and to convert the answers on the questionnaires into an electronic
format suitable for computer processing.

= TRW, Incorporated, to supply three data capture centers including staff, office equipment, sup-
plies, and training and procedures to process completed census questionnaires.

The Census Bureau’s permanent staff provided planning, direction, and support services for
Census 2000. However, temporary staffs in the RCCs, LCOs, and data capture centers were by far
the largest component of the decennial census work force.

THE POLITICAL CONTEXT

Critics noted that despite some improvements, the 1990 census cost considerably more per per-
son and per household than earlier censuses and produced an increase in both the relative and
absolute numbers of people missed (or “undercounted”).6 In November 1990, Secretary of
Commerce Robert Mosbacher created the “Task Force for Planning the Year 2000 Census and
Census-Related Activities for 2001-2009” to develop an effective design for Census 2000. The
resulting plan sought to improve the quality and availability of data for federal and nonfederal
data users and increase overall census coverage, while keeping a lid on costs.” The agency’s
review of its decennial census assumptions and methodologies took on greater urgency in the
wake of Secretary Mosbacher’s decision (on July 15, 1991) not to adjust 1990 census data to cor-
rect for the differential undercount and criticism of the Census Bureau’s planning for the 1990

6 See, for example, Barry Edmonston and Charles Schultze (eds.), Modernizing the U.S. Census (Washington,
DC: National Academy Press, 1995), pp. 30-58.
7 For a discussion of the work of the task force, see Chapter 2, “Planning the Census.”
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census as well as implementation of the plan. Many groups, organizations, and jurisdictions with
which the agency had worked to improve census coverage during data collection joined lawsuits
that attempted to force the Census Bureau to adjust the 1990 census.8

Without significant changes in census-taking methodology, a number of members of Congress on
both sides of the aisle saw no reason to believe that the next census would not fall prey to many
of the difficulties that affected the 1990 effort. Congressman Thomas Sawyer (D-OH), the chair of
the Census Bureau’s oversight subcommittee in the House, introduced a bill in late 1990 that
required the Secretary of Commerce to hire the National Academy of Sciences (NAS) to examine
ways for the government to conduct the most accurate census possible in 2000 and beyond, by
improving enumeration methods, assessing alternative ways of collecting population data, and
evaluating the appropriateness of using probability sampling to refine the population information
collected via traditional census methods. The bill also required the NAS to assess the extent to
which sample population data were still needed and if so, whether viable alternatives existed to
traditional data collection methods such as mailout/mailback of census questionnaires and per-
sonal interviews. That bill, the Decennial Census Improvement Act, was signed into law in October
1991.°

In response to this congressional mandate, NAS established a panel to examine ways to improve
census enumeration methods, collect the information needed for a basic population count, and
determine the appropriateness of using sampling methods to obtain the population count. The
panel was also instructed to evaluate the strengths and weaknesses of each alternative and ana-
lyze its cost effectiveness. The Census Bureau also asked NAS to conduct a second study to assess
technical issues associated wth the implementation and evaluation of promising methodologies.
By the middle of the decade, the NAS panels had concluded that expanding traditional census
methods would improve neither coverage nor data quality. NAS recommended that Census 2000
significantly expand the use of sampling to address both coverage improvement and cost con-
trol.10 Similarly, the General Accounting Office (GAO)—renamed the Government Accountability
Office in July of 2004—urged the agency to explore using statistical sampling for part or all of
nonresponse follow-up (NRFU), the process of collecting census information for housing units for
which there was no response during the mailout/mailback phase of the census, both to reduce
costly data collection activities and to improve census coverage.'' Members of several of the
Census Bureau’s advisory committees also suggested that the agency explore the possibilities for
cost reduction and improved accuracy associated with the increased use of sampling in Census
2000, but they cautioned that a substantial educational effort would be needed to explain sam-
pling procedures to nonstatisticians.

One improvement both critics and supporters generally favored involved Census Bureau efforts to
increase the quality and comprehensiveness of the decennial census address list. The Census
Address List Improvement Act of 1994 modified Title 13 to allow the Census Bureau to share its
address list with state, local, and tribal governments, which in turn permitted those jurisdictions
to review the Census Bureau’s list and suggest modifications and corrections based on local
knowledge.'2 The goal was to help the Census Bureau compile the most accurate and complete
address list for use in its censuses and surveys.

This law required the Secretary of Commerce to publish standards for address information that
local jurisdictions could submit for use in the development of census address lists and to develop
and publish a schedule for the Census Bureau to receive, review, and respond to submissions. It

8 For more detail on the lawsuits associated with the 1990 census, see U.S. Census Bureau, 1990 Census of
Population and Housing History, Part D, 1990 CPH-R-2D (Washington, DC: Government Printing Office, 1996),
Chapter 12, “Legislation and Litigation.” For a description of the resolution of the principal lawsuit seeking to
adjust the 1990 census, Wisconsin v. City of New York (517 U.S. 1 (1996)), see Chapter 11, “Legal Issues” of
this history.

9 House of Representatives (H.R.) 3280, Decennial Census Improvement Act of 1991. This bill was signed
into law as PL. 102-135 on October 24, 1991.

10 See Edmonston and Schultze, Modernizing the U.S. Census and Duane L. Steffey and Norman M. Bradburn
(eds.), Counting People in the Information Age (Washington, DC: National Academy Press, 1994).

'T U.S. General Accounting Office, “Decennial Census: 1990 Results Show Need for Fundamental Reform,”
GGD 92-94, June 9, 1992.

'2 H.R. 5084 became P.L. 103-430 on October 31, 1994.
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ordered the Secretary to give locally appointed census liaisons access to census information and
an explanation of their duties and obligations. The law also subjected these liaisons to the confi-
dentiality requirements and wrongful disclosure penalties authorized in Title 13. Finally, the stat-
ute required the U.S. Postal Service to provide address and address-related information to the
Census Bureau for use in the construction and updating of the latter’s address list to be used in
censuses or surveys.

Early in the 1990s, members of the Census Bureau’s Year 2000 Research and Development Staff
and the Task Force for Planning the Year 2000 Census held focus group meetings with stakehold-
ers representing hundreds of organizations to discuss the kinds of changes that might be needed
to conduct a successful census in the social, economic, and technological environment that was
likely to exist in 2000. One of the task force’s components, the technical committee (composed of
senior statistical staff from the Census Bureau and other federal statistical agencies), developed
14 alternative census designs that served as the basis for a major census test in 1995 and

several later tests. The task force’s Census 2000 Advisory Committee recommended that the
Census Bureau test sampling and estimation techniques for enumerating nonresponding house-
holds. The task force’s final report advocated five avenues for improving Census 2000:

= Fostering greater involvement of census stakeholders.

= Implementing new ways to reduce the differential undercount.

= Using new technology to capture census information more efficiently.

= Increasing the use of statistical methods to reduce the differential undercount.
= Using new methods to collect long-form data.'3

Evaluations of the 1990 census and of small-scale research early in the 1990s encouraged Census
Bureau executives to conclude that a redesigned census that incorporated sampling for NRFU,
relied on Integrated Coverage Measurement (ICM) (see below) to help reduce the differential
undercount, used optical mark and character recognition hardware and software, and included a
comprehensive outreach and promotion program could improve census accuracy and reduce cost.
The Census Bureau’s plan for Census 2000, released in February 1996, used these conclusions as
guidance. Among other elements, the plan included four central strategies: (1) build partnerships
at every stage of the process, (2) keep the census simple for respondents, (3) use technology
intelligently, and (4) increase the use of statistical methods.'4

Reaction to the plan from advisory groups and the professional statistical and demographic com-
munity was generally positive. However, significant criticism did arise in some quarters, notably
among members of Congress. Some congressional critics believed that the Census Bureau’s plan
to use probability sampling techniques (see the next section, “The Statistical Context”) to produce
reapportionment and/or redistricting data violated the Constitution and/or Section 195 of the
agency’s operating statute, Title 13, U.S. Code.

Republicans won control of both houses of Congress in the 1994 mid-term election. During the
next few years, legislators opposed to the administration’s plan proposed legislation to prevent
the Census Bureau from implementing it. The proposed legislation included attempts to amend
Title 13 to explicitly prohibit the use of sampling or other statistical techniques to determine state
population totals for the purpose of apportionment and attach language to appropriations bills
preventing the use of appropriated funds for the development of a census plan that would involve
statistical sampling in the production of the apportionment and/or redistricting data. Congres-
sional critics also prepared a freestanding report that opposed the Census Bureau’s plan to use
statistical sampling to determine apportionment population counts. Votes often adhered to party
lines, with the Republican majority opposing the use of statistical sampling for producing appor-
tionment counts and supporters of the Democratic Clinton administration favoring it.

13 U.S. Census Bureau, “Reinventing the Census: Global Report of the Task Force for Planning the Year 2000
Census,” April 1995.

14 U.S. Census Bureau, “The Plan for Census 2000,” February 28, 1996; a slightly revised version incorpo-
rating suggestions from several sources was released on April 5, 1996.
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By the fall of 1997, risks of stalemate over the issue had become quite substantial. Negotiations
produced a compromise that was embodied in the FY 1998 Department of Commerce appropria-
tions bill. The compromise allowed the Census Bureau to continue to plan for the use of sampling,
but required the agency to develop a plan for taking Census 2000 without using sampling. For the
next year or so, the Census Bureau continued to flesh out its plan for a census that incorporated
sampling while also laying out a detailed proposal for a census using traditional data-collection
methods. The process was called “dual-track planning.” The 1997 compromise also contained pro-
visions for judicial review of the use of sampling techniques to produce apportionment population
counts or redistricting data. The statute also established an oversight panel called the Census
Monitoring Board, composed of four members appointed by the administration and four by the
Senate and House majority leadership.

In February 1998, opponents of sampling filed two lawsuits challenging the legality and constitu-
tionality of the sampling procedures the Census Bureau planned to use in Census 2000. Ulti-
mately, the two cases reached the U.S. Supreme Court, where they were consolidated.

On January 25, 1999, the Supreme Court ruled that Section 195 of Title 13 precluded the use of

sampling to produce congressional apportionment counts.'> The political battle over the role of

sampling in Census 2000 was nearly over, but Census Day was just over 14 months away. Dual-

track planning was scrapped, but the census plan that the agency had been working on for more
than 5 years went with it. The Census Bureau had to implement a revised and expanded version

of the 1990 census, within a relatively short period of time.

A little over 2 years later, in March 2001, a committee of senior Census Bureau managers and stat-
isticians confronted another politically charged issue when the committee recommended against
adjusting the official Census 2000 block-level data for the purpose of congressional redistrict-
ing.'6 Unresolved statistical inconsistencies in the adjusted data led to this recommendation,
which was adopted by Secretary of Commerce Donald Evans on March 6, 2001.'7

THE STATISTICAL CONTEXT

Since its introduction in the 1940 decennial census, probability sampling has remained an integral
part of U.S. census taking. The Census Bureau, together with several other government agencies,
was instrumental in developing the theory and practice of applying probability sampling to finite
human populations. Though initially introduced as a data collection device, over the years the
Census Bureau expanded its use of sampling for quality assurance, research and development,
and improving and evaluating census coverage. In the late 1940s, a comparison of aggregate
Selective Service registration information and 1940 census data revealed that efforts to count the
entire population of the United States were subject to a systematic “undercount” of certain popu-
lation groups (specifically, African American males and young children).'8 During the 1970s, the
Census Bureau was deeply involved in coverage evaluation studies to determine the characteris-
tics of those typically missed during the census. The agency devoted considerable resources dur-
ing the 1980s to expand its understanding of the characteristics of undercounted and over-
counted (i.e., double counted) populations and of how to use statistical techniques to correct
these errors in raw census counts.

For Census 2000, the agency planned to use sampling for four major purposes:

= Long-form population and housing characteristics. The Census Bureau planned to collect
detailed information, such as educational attainment, income in 1999, year the housing unit
was built, etc., on a representative portion of the nation’s people and their living quarters. The
results were to be used to estimate the characteristics of the nation’s entire population and
housing stock.

'> Department of Commerce v. U.S. House of Representatives, 119 S.Ct. 765 (1999).

6 U.S. Census Bureau, “Report of the Executive Steering Committee for Accuracy and Coverage Evaluation
Policy,” March 1, 2001.

7 For a description of some of these inconsistencies, see the “Coverage Measurement” section of
Chapter 10, “Testing, Experimentation, Evaluation, and Coverage Measurement Programs.”

18 See Daniel O. Price, “A Check on Under-Enumeration in the 1940 Census,” American Sociological Review,
Vol. 12, Issue 1, February, 1947, pp. 44-49.
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= Nonresponse follow-up (NRFU). Following the conclusion of the mailout/mailback phase of
the census, the Census Bureau expected to send enumerators into the field to collect census
information from enough residents of housing units in each census tract (an administrative unit
containing an average of about 1,700 housing units and 4,000 people) to increase the response
rate in each tract to 90 percent. After reaching the 90 percent target, the remaining 10 percent
of the housing units and their inhabitants would be enumerated on a sample basis. Information
from the residents of a 1-in-10 sample of the remaining housing units would be used to esti-
mate the number of nonrespondents and their characteristics.

= Vacant housing unit follow-up. Between Census Day (April 1, 2000) and the end of NRFU,
census workers planned to visit 30 percent of the housing units designated as vacant by the
U.S. Postal Service to verify their occupancy status and gather information on the number and
characteristics of vacant units.9

= Integrated Coverage Measurement (ICM). After NRFU, census enumerators would interview
residents of a random sample of about 750,000 housing units. The purpose of this survey was
to determine the proportions of the population living in the sample blocks included in and
excluded from earlier phases of the census. This would be accomplished by matching housing
units in the ICM sample with the same housing units in the census. The results of this survey
would be used to statistically adjust the original census counts.

The U.S. Supreme Court’s January 25, 1999, decision prohibiting the use of sampling to produce
state population counts for reapportioning seats in the U.S. House of Representatives effectively
ended the Census Bureau’s effort to use statistical sampling for the last three of these activities.20
However, the agency continued to entertain the possibility of using statistically adjusted data for
nonapportionment purposes.

Data Collection Forms

For Census 2000, the agency designed a 100 percent (“short”) questionnaire containing seven
inquiries that elicited information about all inhabitants of the United States. The agency needed
the information that was generated in the responses to the age, race, and ethnicity items to fulfill
its mandate under the Constitution; subsequent “one-person, one-vote” decisions of the U.S.
Supreme Court; and the Voting Rights Act of 1965. These precedents require the Census Bureau to
supply such data with a high degree of accuracy for the purposes of legislative reapportionment
and redistricting. A sample (“long”) form, containing an additional 46 questions as well as the 100
percent inquiries, was designed to collect detailed demographic and housing characteristics.
These questions were required by law to be included in the census, specifically to implement cer-
tain federal programs or because the government concluded that the decennial census was the
only practical source of the data.2' The Census Bureau used sampling to control costs and to
maintain or reduce respondent burden.

Several of the alternative census designs the Census Bureau considered in 1992 and 1993 con-
tained components that called for significant modifications to collecting sample data in the cen-
sus.22 One alternative was called matrix sampling, which involved the use of two sample forms
containing overlapping questions. For example, a 20 percent sample could be divided into a

15 percent sample and a 5 percent sample. Some questions would appear on only one version of
the questionnaire while others would be printed on both versions. This design would enable the
Census Bureau to collect data on a larger number of topics while minimizing respondent burden.
After consulting a variety of stakeholders, the Census Bureau determined that this option was

9 After the January 1999 Supreme Court ruling in Department of Commerce v. U.S. House of
Representatives, the Census Bureau’s revised plan included a 100 percent follow-up of such units.

20 pepartment of Commerce v. U.S. House of Representatives, 119 S.Ct. 765 (1999).

21 U.S. Bureau of the Census, “Preparing for Census 2000: Questions Planned for Census 2000,” March
1998, and Edmonston and Schultze, Modernizing the U.S. Census, p. 23.

22 U.S. Bureau of the Census, “2000 Census Research and Development Alternative Designs Program,”
June 1992 (unpublished paper), and U.S. Bureau of the Census, “Design Alternative Recommendations,”
May 17, 1993 (unpublished paper).
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unacceptable because it would sacrifice certain small-area data needs, particularly the ability to
produce cross tabulations at low levels of geography with acceptable accuracy and reliability and
because of the difficulty of controlling multiple versions of the same questionnaire during data
collection.

Another option was to eliminate direct data collection altogether and rely on administrative
records to provide the necessary information. The agency rejected this approach for a variety of
technical reasons (for example, potential coverage error and its implications for the undercount,
difficulties in obtaining the necessary data sets in suitable machine-readable formats and in
matching and unduplicating those data sets, etc.). The number of statutory amendments needed
to implement this option and concern about public perception also precluded its use.

Several designs were proposed to severely reduce or eliminate sample data collection and focus
on collecting only the data required by the Voting Rights Act. While these options did reduce cost
and respondent burden, most entailed an unacceptable loss of data needed for federal, state, and
local programs. However, a variation on this approach—that is, minimal data collection in the
decennial census year supplemented by the collection of more detailed personal and housing data
from a changing sample of between 250,000 and 400,000 housing units per month—has been
designated as the methodology that will be used in the 2010 Census.23

The sampling design for the detailed questionnaire that the Census Bureau implemented in
Census 2000 was similar to that used in the 1990 census and included:

= An overall sampling rate of about 1-in-6 addresses, or 17 percent.

= A sampling rate of 1 in 2 in general purpose governmental units with fewer than 800 housing
units and in remote Alaska.

= A sampling rate of 1-in-4, 1-in-6, or 1-in-8 households in other governmental units.

The Census Bureau argued that variable-rate sampling would allow it to allocate the sample effi-
ciently while reducing respondent burden and maintaining the accuracy and reliability of census
data for lower geographic levels.24

Sampling for Nonresponse Follow-Up

Sampling for NRFU represented an attractive option for several reasons. Nearly 20 percent of the
$2.6 billion cost of the 1990 census was spent on NRFU (the process of collecting census informa-
tion for housing units for which there was no response during the mailout/mailback phase of the
census). The Census Bureau estimated that nonresponse in Census 2000 would total approxi-
mately 34 million housing units. By sampling these housing units instead of trying to contact
someone living in each one, the agency proposed it could achieve significant cost savings and
reduce substantially the amount of time needed to complete the operation. Finally, this later phase
of data collection typically suffers a marked decrease in data quality. The agency therefore argued
that sampling for NRFU might actually increase data quality by allowing the Census Bureau to con-
centrate its resources on obtaining reliable data from a portion of nonrespondents over a shorter
period of time rather than requiring it to contact all nonrespondents.25

Following a largely successful test of sampling for NRFU in 1995, Census Bureau statisticians and
managers evaluated the results of the test and consulted with a wide variety of stakeholders. On
February 26, 1996, the Census Bureau released “The Plan for Census 2000,” which announced
that the agency would cut off NRFU at 90 percent (“truncation at 90 percent”) and sample the
remaining 10 percent as the design for sampling for nonresponse.

23 The survey component of this program is called the American Community Survey. For an overview, see
U.S. Census Bureau, Design and Methodology: American Community Survey, Technical Paper No. 67, May 2006.
24 U.S. Census Bureau, “Census 2000 Operational Plan Using Traditional Census-Taking Methods,” January
1999, and U.S. Census Bureau, “Program Master Plan: Census 2000 Long Form Sampling Plan,” Census 2000

Informational Memorandum No. 39, February 9, 2000.

25 Michael L. Cohen, Andrew A. White, and Keith F. Rust (eds.), Measuring a Changing Nation: Modern
Methods for the 2000 Census (Washington, DC: National Academy Press, 1999), pp. 26-30, and Steffey and
Bradburn, Counting People in the Information Age, p. 98.
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Over the next 7 months, senior Commerce Department and Census Bureau officials, led by Census
Bureau Director Martha Farnsworth Riche, traveled throughout the country explaining the Census
2000 plan to stakeholders and other interested people. Census Bureau staff and invited stakehold-
ers also discussed the new census plan at congressional committee hearings, agency advisory
committee meetings, and at numerous academic forums.

One result of these meetings and consultations was that early in 1997, Census Bureau officials
agreed to modify several aspects of the plan.2é Direct sampling replaced truncation at 90 percent
because of the superiority of the former in operational terms and in mathematical accuracy, the
positive responses from the agency’s advisors, and the agency’s efforts to accommodate congres-
sional requests for a less costly census. The agency also decided to use census tracts rather than
counties as the basis for implementing direct sampling for NRFU because low mail-response areas
within counties might be undersampled if counties were used to measure response rates.

Throughout the latter part of 1997 and 1998, the agency further refined this portion of the plan,
but the U.S. Supreme Court’s January 1999 decision prohibiting the use of sampling in the produc-
tion of population statistics to be used for reapportionment ended the Census Bureau’s plan to
use sampling for NRFU.

Integrated Coverage Measurement (ICM)

Evaluations of past decennial censuses revealed a persistent greater-than-average net undercount
of minorities and other hard-to-count population groups and areas. These studies also indicated
that increasing the number of conventional counting operations did not eliminate or reduce these
undercounts in the 1990 census. The Census Bureau concluded that the design for Census 2000
should incorporate the results of a coverage measurement survey conducted immediately follow-
ing basic data collection as an integral part of completing the census—that is, Integrated Cover-
age Measurement (ICM).

The agency used a post-enumeration survey (PES) to measure coverage in the 1990 census. This
approach involved conducting an independent survey of the population after completing data col-
lection for the regular census. Analysts combined the results of the PES with the census to pro-
duce an estimate of the total population. The technique used to estimate total population size was
called dual system estimation (DSE), because it used two independent sources of information (the
census and the PES).

While the Census Bureau assessed the characteristics of the PES and alternative approaches to
possibly reducing undercounts and worked on ways to overcome the inherent problems of each, it
also pursued the development of a one-number census.2? By the term “one-number census,” the
Census Bureau meant that the decennial census should be designed to produce the best possible
single set of results for persons, housing units, and households by the legally mandated dead-
lines. The one-number census began with the belief that the results of ICM would be incorporated,
or integrated, into the official census results. The purpose of ICM was to measure and correct for
overall and differential net coverage error (“undercount”) that characterized previous censuses
and in so doing, produce a one-number census.

26 1.S. Census Bureau, “Changes to the Census 2000 Plan Since Its Roll Out (February 28, 1996),” March 4,
1997.

27 The one-number census is discussed in U.S. Bureau of the Census, “Issues in Coverage Measurement and
a Single-Number Census,” September 22, 1992. See also Catherine Keeley and Susan M. Miskura, “Reducing
Differential Undercount and Improving Coverage Overall in the 2000 Census,” June 8, 1993.
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In the 1995 Census Test, the Census Bureau compared the effectiveness of DSE in correcting for
the undercount with alternative statistical adjustment methodologies.28 One major criterion for
evaluating the estimates derived from DSE was whether DSE accounted for more people in the tra-
ditionally undercounted population groups than the alternatives. The ICM evaluation revealed that
DSE resulted in increased estimated counts for some traditionally undercounted groups (mainly
Blacks and renters), while the alternative approach (called CensusPlus) did not.29 Both DSE and
CensusPlus produced increased estimates of Hispanics, but only DSE resulted in increased esti-
mated counts for Asians and Pacific Islanders.

Census Bureau officials believed that ICM was the most important of all the innovations designed
to improve census accuracy. Further evaluations of the 1995 and 1996 Census Tests, combined
with the necessity of finalizing a decision on the method to be used in the 1998 Dress Rehearsal,
led agency officials to choose the DSE approach in the spring of 1997. During the remainder of
1997 and 1998, Census Bureau planners focused on refining this method and preparing to test
these modifications in the Census 2000 Dress Rehearsal in 1998.

As agency statisticians drafted evaluations of dress rehearsal operations, the Supreme Court ruled
that statistically adjusted census data derived from sampling could not be used for reapportioning
seats in the House of Representatives. That ruling ended the Census Bureau’s effort to implement
ICM in Census 2000. A smaller version of this coverage measurement survey, renamed the
Accuracy and Coverage Evaluation (A.C.E.) survey, was used to evaluate the coverage of Census
2000 and possibly to statistically adjust census counts for nonapportionment purposes (although,
as discussed elsewhere in this chapter, poor data quality caused such an adjustment from taking
place.)

Contingency Planning

In the summer of 1997, Census Bureau staff began to prepare for the possibility of a census that
would include neither sampling for NRFU nor an ICM.39 Early work focused on preparing alterna-
tive operational time schedules, identifying the activities to be dropped from the regular census
schedule, and specifying those that would have to be expanded to compensate for the lack of
planned sampling procedures.

By fall 1997, the contingency plan began to take shape. Spurred on by significant congressional
opposition to sampling and well aware that its FY 1998 appropriations statute (P.L. 105-119)
required the agency to “become prepared to implement a 2000 decennial census, without using
statistical methods . . .,” the Census Bureau increased efforts to identify elements and operations
common to both designs to facilitate planning. By early 1998, two lawsuits had challenged the
Census Bureau’s plan to use statistical sampling to produce population figures for reapportion-
ment.3' All the while, the Census Bureau continued to plan for a census with sampling for NRFU
and ICM, as well as a traditional census without them. Additionally, the agency modified plans for
the 1998 Dress Rehearsal to incorporate this dual-track strategy. In keeping with its dual-track
approach, the agency issued its “Census 2000 Operational Plan Using Traditional Census-Taking
Methods” in early January 1999. As noted above, the Census Bureau’s original plan for Census
2000 included the following four strategies: (1) build partnerships at every stage of the process,

28 Mary H. Mulry and Richard Griffin, “Comparison of CensusPlus and Dual System Estimation in the 1995
Census Test,” Proceedings of the Survey Research Methods Section, American Statistical Association, 1996,
pp. 848-53. For a description of CensusPlus, see Chapter 2, “Planning the Census.” The Census Bureau also
considered a third strategy, dubbed SuperCensus, that was similar to CensusPlus but would begin during the
mailout/mailback period, not after the completion of NRFU. Also, regular census data collection would not
take place in SuperCensus blocks, and the only available counts would be those that incorporated ICM.
Evaluations of regular census operations would not be possible because there was no mailout of census ques-
tionnaires. Another problem with SuperCensus was the possibility that ratios of people to housing units would
be too variable to permit accurate estimates. As a result of these difficulties, the agency dropped the Super-
Census option. See Steffey and Bradburn, Counting People in the Information Age, pp. 109-11.

29 E. Ann Vacca, Mary Mulry, and Ruth Ann Killion, “The 1995 Census Test: A Compilation of Results and
Decisions,” 1995 Census Test Results Memorandum No. 46, April 1, 1996.

30 “Issues Briefing—Contingency Planning for Census 2000 with No Sampling,” October 7, 1997, revised
version, October 20, 1997.

31 The two cases were Glavin v. Clinton and U.S. House of Representatives v. Department of Commerce
(as filed). For more information on these cases, see Chapter 11, “Legal Issues.”
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(2) keep the process simple, (3) use technology intelligently, and (4) expand the use of statistical
methods. While the first three strategies remained the same, in the January 1999 operational plan
the fourth was changed to “use special techniques to improve coverage,” emphasizing the modifi-
cation of existing address listing and coverage improvement operations rather than the use of sta-
tistical methods.

Sampling Decision and Revised Operational Plan Incorporating the A.C.E.

In November 1998, the U.S. Supreme Court heard oral argument concerning the two pending
lawsuits. Its ruling, issued on January 25, 1999, states that Section 195 of Title 13, U.S. Code,
precludes the use of statistical sampling (including statistical adjustment based on sampling) to
produce congressional apportionment numbers.32

Given the Supreme Court ruling, the Census Bureau could no longer implement ICM to produce
statistically adjusted apportionment data. However, on February 23, 1999, the Department of
Commerce released “Updated Summary: Census 2000 Operational Plan,” which included a section
on Accuracy and Coverage Evaluation (A.C.E.), a coverage measurement survey similar to the
1990 PES, designed to allow the Census Bureau to estimate and statistically adjust for overall and
differential net coverage errors in Census 2000 for nonapportionment uses of the data.33

Coverage Measurement

As in previous censuses, the Census Bureau used two methodologies for assessing net coverage
in Census 2000.34 The A.C.E. program compared the results from a coverage measurement survey
to the census itself, using a methodology known as dual system estimation (DSE), to estimate net
overcounts and undercounts in the census. The other methodology, known as demographic analy-
sis (DA), produces population estimates at the national level using records or estimates of births,
deaths, immigration, emigration, and Medicare enrollments as well as the results of the current
and previous censuses. These population estimates were used to develop estimates of net cover-
age in the census and thus also provide a basis for assessing the coverage measurement survey
(in this case, the A.C.E.) results for age/sex/race groups at the national level.35

The ESCAP process. The Census Bureau’s Executive Steering Committee for Accuracy and
Coverage Evaluation Policy (ESCAP) evaluated the possible use of the statistically adjusted data
produced from the A.C.E. program for redistricting and incorporation into sample data products,
intercensal estimates, and survey controls.3€ In conjunction with its report and recommendation
against adjustment of the official redistricting data, ESCAP released estimates of net coverage
from the A.C.E. and DA programs.37 The A.C.E. estimate of net national undercount was

1.15 percent for the total resident population. DA produced two sets of estimates, one indicating
a net undercount of 0.32 percent, the other a net undercount of negative 0.65 percent or a net
overcount of 1.8 million persons.38

32 For more information on the Supreme Court decision, see the “Litigation” section of Chapter 11, “Legal
Issues.”

33 For more information on A.C.E. design, see Chapter 10, “Testing, Experimentation, Evaluation, and
Coverage Measurement Programs.”

34 For summary discussions of the 1990 PES and 1980 PEP programs, see U.S. Census Bureau, 1990 Census
of Population and Housing, History, Part D, 1990 CPH-R-2D (Washington, DC: Government Printing Office,
1996), pp. 11-19-11-36, and U.S. Census Bureau, 1980 Census of Population and Housing, History, Part E,
PHC 80-R-2E (Washington, DC: Government Printing Office, 1989), pp. 9-6-9-10.

35 The DA and A.C.E. programs and their results are discussed in greater detail in Chapter 10, “Testing,
Experimentation, Evaluation, and Coverage Measurement Programs.”

36 The Census Bureau produces annual intercensal population estimates for the nation, states, and counties
(and biennial estimates for smaller geographic areas). These estimates are generally used in federal funding
allocation formulae in lieu of decennial census figures (except for the year in which the census figures them-
selves are released), because they reflect ongoing population changes during the decade. For more informa-
tion on the technical aspects of the ESCAP evaluation process, see the relevant sections of Chapter 10 and
“The Debate Over the Use of Sampling” section of Chapter 11.

37 Federal Register, Vol. 66, No. 46, March 8, 2001, pp. 14004-46.

38 ). Gregory Robinson, “Accuracy and Coverage Evaluation: Demographic Analysis Results,” DSSD Census
2000 Procedures and Operations Memorandum Series B-4*, March 12, 2001, Table 3, p. 22.
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It was largely because of discrepancies between the A.C.E. and DA estimates of net undercount—
for both the total population and for various population groups—that ESCAP recommended
against adjusting the redistricting data.3® The Secretary agreed and decided that the official redis-
tricting data would not incorporate a statistical adjustment.40

Following the Secretary’s decision, ESCAP instituted an intensive evaluation program to address its
concerns regarding the accuracy of the adjusted data. This assessment found that the A.C.E. did
not account for a large number of census erroneous enumerations, including many duplicates,
leading to an overstatement of at least 3 million persons in the initial A.C.E. estimate of Census
2000 net undercount. The Census Bureau also produced a revised (September 2001) DA estimate
that indicated a net national undercount of 0.12 percent.4!

In his October 16, 2001, decision against the use of the adjusted data for nonredistricting pur-
poses, the Census Bureau’s Acting Director stated that extensive additional review would be
needed to revise the adjusted data to permit their use for any purpose.42 The following day, the
acting director announced this decision publicly, adding that the agency would continue its
research and attempt to produce final revised estimates. The A.C.E. Revision Il effort produced an
estimated negative 0.48 percent net undercount of the resident population in Census 2000, or a
national net overcount estimate of approximately one-half of 1 percent.43

In addition to national-level revised estimates of percent net undercount for major race/ethnicity,
tenure (that is, owner or renter), and age/sex groupings, the Census Bureau also produced and
released revised estimates for states, counties, and places as part of the A.C.E. Revision Il effort.

Census 2000 was the first census for which the agency estimated a net national overcount. The
A.C.E. Revision Il estimate of negative 0.48 percent for the total resident population is considered
within the range of uncertainty surrounding the September 2001 DA net undercount estimate of
0.12 percent.

While the Census Bureau noted that the A.C.E. Revision Il estimates represented the most accurate
assessment available of Census 2000 coverage, it also noted technical concerns regarding the
limitations of the methodology and the quality of the data. Thus, the agency determined that the
intercensal population estimates would not incorporate an adjustment based on the A.C.E.
Revision Il estimates.44

THE TECHNOLOGICAL CONTEXT

The Census Bureau’s technical experts claimed a number of technological achievements associ-
ated with the 1990 census. These included:

= The introduction of the Topologically Integrated Geographic Encoding and Referencing (TIGER®)
system for producing maps and geocoding addresses.

= The use of concurrent data capture and processing.
= Computerized tracking and control of questionnaires.
= A computerized address file.

= The first distribution of census data on CD-ROM.

39 Federal Register, March 8, 2001, p. 14005.

40 Federal Register, Vol. 66, No. 49, March 13, 2001, pp. 14520-21.

41 ). Gregory Robinson, ESCAP Il: Demographic Analysis Results, Report No. 1, October 13, 2001, p. 2.

42 Federal Register, Vol. 66, No. 214, November 5, 2001, p. 56006.

43 U.S. Census Bureau, “Decision on Intercensal Population Estimates,” March 12, 2003, p. 6. (PDF version is
available at <http://www.census.gov/dmd/www/ace2.html>.)

4 “Decision on Intercensal Population Estimates,” p. 1. For additional information regarding the A.C.E.
Revision Il research and results, see the “A.C.E.” section of Chapter 10, “Testing, Experimentation, Evaluation,
and Coverage Measurement Programs.”
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Despite these successes, concerns arose among census stakeholders in Congress and elsewhere
about poor mail response, increased operational costs (particularly for nonresponse follow-up),

and an increase in net undercount during the 1990 census. This prompted the Census Bureau to
reassess several of its operations and methods for data collection, data capture and processing,
and data dissemination.

Data Collection

Most research in data-collection technology prior to the 1990 census focused on address list
development, questionnaire format, and alternative response methods. As the 1990 census
neared completion, the director of the Census Bureau endorsed the concept of updating a master
address file (MAF) throughout the decade rather than reconstructing one a few years before each
census. For Census 2000, the agency updated the 1990 address control file by combining:

= The master list of addresses for mail delivery maintained by the U.S. Postal Service, called the
delivery sequence file (DSF).

= A field listing operation.

= Input from local governments reviewing the address lists during the Local Update of Census
Addresses (LUCA) 1998 and LUCA 1999 programs.4s

In the early 1990s, census stakeholders expressed concerns that the format and length of the
long-form questionnaire adversely affected response rates. Some felt that content should be modi-
fied or reduced to include only those questions mandated by legislation or federal regulation.
Others argued that the format of the questionnaire used during the 1990 census was difficult to
read and discouraged response. To address this concern, the Census Bureau conducted research
to develop a more “respondent-friendly” questionnaire with greater visual appeal and concise
instructions. The 1996 decision to use optical mark recognition (OMR) combined with optical char-
acter recognition (OCR) for data capture simplified the design of such forms.46

In addition to developing a new questionnaire format and in an effort to increase response, the
Census Bureau explored response methods that were alternatives to mailback or enumerator
returns. These alternatives included Telephone Questionnaire Assistance (TQA) and Internet Data
Collection (IDC).47 TQA provided respondents with information about the census and, for callers
who met certain criteria, an option to respond to the census over the phone. IDC allowed respon-
dents who received the short census form the option to complete an online questionnaire using
their census ID number. The Census Bureau did not advertise IDC as an alternative response
method because of concerns over public relations. While the Census Bureau wanted to issue a
press release announcing the Internet response option, Census Bureau staff could not agree on
the wording with officials from the U.S. Department of Commerce. The press release was never
issued. Nevertheless, the agency received 89,123 initial requests for online forms, and 63,053
households (169,257 persons) responded to the census using the IDC system.48 Its limited use
notwithstanding, IDC marked the first use of the Internet as a response mode for the census.

Data Capture and Processing

While in past censuses the agency used contracts with private industry to supplement its own
in-house expertise or technological resources, Census 2000 was characterized by an unprec-
edented reliance on contractors for the development and management of the required technology
infrastructure. Additionally, the agency attempted to use commercial off-the-shelf (COTS) software
products—modified when necessary—for systems development.

45 For more information on the address list development and operations see Chapter 8, “Addresses and
Questionnaire Printing and Mailing.”

4® John H. Thompson to Robert Marx, U.S. Census Bureau, “Recommendation That the Census Bureau Use
Imaging Technology to Perform the Data Capture Function for the 2000 Census,” DMD Decision Memorandum
No. 1, February 21, 1996 (originally issued as DMD to Director Memorandum No. 96-09); National Research
Council, The 2000 Census: Counting Under Adversity, (Washington, DC: National Academies Press, 2004),
pp. 71-95. For more information on questionnaire design see Chapter 8, “Addresses and Questionnaire
Printing and Mailing” and for information on OMR and OCR see Chapter 6, “Data Capture and Processing.”

47 For more information on TQA and IDC, see Chapter 5, “Data Collection,” and John Chesnut, “Telephone
Questionnaire Assistance” Census 2000 Evaluation No. A.1.a., March 20, 2003, and Erin Whitworth, “Internet
Data Collection,” Census 2000 Evaluation No. A.2.b., August 14, 2002.

48 Whitworth, “Internet Data Collection, Final Report,” p. iii.
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For Census 2000, the Census Bureau outsourced two major components of its data capture pro-
gram. Lockheed Martin Mission Systems designed, developed, and maintained the Data Capture
System 2000 (DCS 2000), which combined OCR and OMR to interpret responses from digital
images of over 152 million returned census forms of various types and sizes.42 TRW, Incorpo-
rated, provided staff and services for data capture, facilities management, office equipment, sup-
plies, and office automation for three of the data capture centers (DCCs).5°

In past censuses, the Census Bureau used its film optical sensing device for input to computers
(FOSDIC), which used OMR to distinguish differences in marks on microfilm page images of the
questionnaires and converted the data to machine-readable code. Handwritten responses, which
could not be coded in this manner, were sent to workstations where they were keyed manually.
In 1990, the Census Bureau’s Technical Services Division (TSD) increased the use of automated
camera technology for microfilming questionnaires.

During the early 1990s, research conducted in partnership with the National Institute for
Standards and Technology (NIST) and the Rochester Institute of Technology Research Corporation
(RITRC) evaluated a variety of data capture technologies with particular emphasis on new OCR
software. These studies contributed to TSD’s development of a prototype digital imaging system
combining OMR and OCR, and, where necessary, customized COTS software with agency-
developed programs. During the 1995 Census Test this prototype demonstrated the feasibility of
using OCR and OMR to capture data from respondent-friendly forms. Evaluations of this test also
noted the technical and institutional implications of contracting the data capture program to
industry.5!

The successes of the 1995 Census Test, and a benefit-cost analysis favoring a digital imaging
option, were behind the Census Bureau’s 1996 decision to use digital imaging combined with OCR
and OMR for Census 2000 data capture.52 It marked the first time the Census Bureau outsourced
the development and deployment of this portion of its data capture program. In order to manage
this change, the agency established the Decennial Systems and Contracts Management Office
(DSCMO) to direct the development of system requirements and the acquisition and implementa-
tion of hardware, software, and telecommunications to support the decennial census.

Data Dissemination

Efforts to reengineer federal government operations, combined with budget cutbacks in the early
1990s, prompted the Census Bureau to seek more efficient and cost-effective methods for dis-
seminating census data. Advances in information technology enabled the agency to combine tra-
ditional use of print media with a variety of digital media formats and distribution methods to dis-
seminate decennial data products. The Internet provided the Census Bureau with the capability to:

= Quickly and efficiently distribute data products, such as summary files, through file transfer
protocol (FTP).

= Publish reports and memoranda as portable document files (PDFs).

49 Low-volume forms were deliberately excluded from DCS 2000 and instead keyed from paper as a risk-
mitigation strategy.

50 A fourth DCC was managed by the National Processing Center (NPC), a permanent Census Bureau facility
in Jeffersonville, IN.

51 Jon Geist, “Evaluation Report for Processing Office #A85: Preparation and Preliminary Scoring of the
Evaluation File for the 1995 Census Test of Image-Based Capture Technologies,” October 31, 1995, p. 8, in
Appendix D of U.S. Census Bureau, “Electronic Imaging and Data Capture System Prototype for the 1995
Census Test,” Final Report, February 1996; Recognition Research Incorporated, “1995 Decennial Census
Prototype: Final Report” (November 6, 1995) pp. 23-24 in Appendix B of U.S. Census Bureau, “Electronic
Imaging and Data Capture System Prototype for the 1995 Census Test,” Final Report, February 1996. For more
information on the 1995 Census Test, see Chapter 2, “Planning the Census” and Chapter 6, “Data Capture and
Processing.”

52 John H. Thompson to Robert Marx, U.S. Census Bureau, “Recommendation that the Census Bureau Use
Imaging Technology to Perform the Data Capture Function for the 2000 Census,” DMD Decision Memorandum
No. 1, February 21, 1996 (originally issued as DMD to Director Memorandum No. 96-09).
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= Make data products accessible to a host of users, from the casual Internet “surfer” to the most
sophisticated “extractors” and “manipulators” of census data.53

In 1997, the Census Bureau commissioned the development of an Internet-enabled information
system to provide access to data from Census 2000, economic censuses and surveys, and the
American Community Survey. Developed by IBM, the American FactFinder (AFF) system provides
users with customizable data products, including briefs, abstracts, area profiles, economic indica-
tors, summary data, geographic files, and maps.>4

THE LEGAL CONTEXT

Federal censuses have always had the potential to be contentious because their primary purpose
is to distribute seats in the U.S. House of Representatives—and thus political power—among the
states based on state populations. A series of Supreme Court decisions in the 1960s (the one-
person, one-vote cases) extended the use of population censuses to the drawing of congressional
district boundaries and state and local legislative districts as well. Since the 1960s, the increasing
use of formulas that involve the actual or estimated population size of governmental units to dis-
tribute federal and other funds has added another source of contention.

During the first half of the 1990s, the legal context of census affairs consisted of litigation over
the 1990 census and legislation to resolve perceived failures pertaining to the 1990 census in
preparation for Census 2000. Toward the end of the decade, the focus shifted to litigation over
Census 2000.

Resolution of 1990 Census Adjustment Litigation

The U.S. Department of Commerce considered a statistical adjustment of the 1990 census counts,
but Secretary of Commerce Robert Mosbacher decided against it on July 15, 1991. Following
Mosbacher’s decision, the plaintiffsss in the City of New York lawsuit returned to court, seeking an
order compelling the department to adjust the census. Almost 5 years later, on March 20, 1996,
the Supreme Court unanimously upheld Secretary Mosbacher’s decision not to adjust the 1990
census.56 The Court concluded that the Secretary’s decision was “consistent with the constitu-
tional language and the constitutional goal of equal representation”s7—the standard of review it
had established in two earlier constitutional challenges to the conduct of the census.58 However,
the Supreme Court did not address either the constitutionality or legality of statistical sampling
(including statistical adjustment based on sampling) to produce the state population numbers for
apportionment of the U.S. House of Representatives.5°

>3 In December 1997, joint application development sessions were held to gather requirements from sub-
ject matter experts and potential data users in order to make the system design user-centered rather than
data-centered. The interviews conducted during these sessions identified four categories of users: extractors,
manipulators, profilers, and surfers. Extractors are expert users who download large amounts of raw data to
conduct analyses. They are familiar with Census Bureau terminology and use Census Bureau data to perform
their jobs. Manipulators are users of Census Bureau data who conduct searches and customize the output by
manipulating data sets and formatting their own charts and tables. They are somewhat familiar with Census
Bureau terminology and rely on speedy query functionality to build searches. Profilers are users who seek pre-
packaged, easy-to-find information to answer specific questions. They accept information that is readily avail-
able and have a basic understanding of Census Bureau terminology. Surfers are casual users who visit the site
out of curiosity or for nonprofessional reasons. Ease of use, entertainment, and interactivity appeal to these
users. As a rule, they are not as familiar with the Census Bureau as the other users. See Titan Systems
Corporation/System Resources Division and Kevin A. Shaw, Project Manager, Planning, Research, and Evalua-
tion Division, “American FactFinder System Requirements Study, Final Report,” Census 2000 Evaluation R.3.b,
June 6, 2002, and U.S. Census Bureau, “Program Master Plan: Census 2000 Decennial Dissemination and
Inquiry System,” Census 2000 Informational Memorandum No. 25, December 13, 1999.

>4 For more information on the development of AFF and the dissemination of census data products, see
Chapter 9, “Data Products and Dissemination.”

>3 Plaintiffs included a number of states, counties, cities (including New York), organizations, and individual
citizens from participating jurisdictions.

> Wisconsin v. City of New York, 517 U.S. 1 (1996).

57 Ibid., p. 19.

8 See Department of Commerce v. Montana, 503 U.S. 442 (1992), and Franklin v. Massachusetts,
505 U.S. 788 (1992).

59 See the “Litigation” section of Chapter 11, “Legal Issues,” for detailed summaries of this case and the
Census 2000 lawsuits.
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Legislation That Set the Stage for the Census 2000 Sampling Litigation

The Clinton administration’s plan to introduce new statistical sampling techniques in Census 2000
led to a protracted wrangle between the leadership of the Republican-controlled Congress and the
Democrat-controlled executive branch. After much discussion, the two sides reached a compro-
mise in PL. 105-119, the act funding the Department of Commerce for FY 1998, which was
enacted into law in November 1997. In addition to funding several executive branch departments,
this legislation provided for a civil remedy to any person adversely affected by the use of an alleg-
edly unlawful and/or unconstitutional statistical method in producing the Census 2000 apportion-
ment or redistricting data and specifically authorized the Speaker of the House (or his designee) to
bring a civil action on behalf of the House of Representatives to prevent any such use.

As noted earlier, this law established an eight-member Census Monitoring Board (with four mem-
bers to be appointed by the majority leadership in Congress and four by the administration) to
observe and report to Congress on all aspects of the planning for and implementation of Census
2000. The legislation amended Title 13 to allow board members access to confidential informa-
tion in the course of their duties. PL. 105-119 formally established the “dual track” planning pro-
cess by requiring the Census Bureau to “. .. plan, test, and become prepared to implement a 2000
decennial census, without using statistical methods . . .” as an alternative to the original plan.s°®
Finally, the law required the Census Bureau to make publicly available “the number of persons
enumerated without using statistical methods” for the apportionment, redistricting, and Summary
File 1data.s!

Census 2000 Litigation

While Census 2000 spawned fewer lawsuits than its two predecessors, many important census
issues were litigated, including three cases decided by the Supreme Court. Much of the litigation
associated with Census 2000 had to do with the issue of statistical adjustment of the census
counts and related matters.

Two lawsuits filed in February 1998 (Glavin v. Clinton and U.S. House of Representatives v.
Department of Commerce [as filed]) challenged the constitutionality and legality of the Census
Bureau’s plan to use sampling to complete nonresponse follow-up and to use the results of a
sample survey (Integrated Coverage Measurement) to statistically adjust the census counts to pro-
duce a “one-number census” that corrected for net coverage error. Under the Census Bureau’s
original plan, these sample-produced data would have been the official data for all uses of census
data, including apportionment.

In August and September 1998, district courts in the District of Columbia and Virginia, respec-
tively, held that Section 195 of Title 13 prohibited the use of sampling to produce the apportion-
ment counts and enjoined the Census Bureau from implementing its plan for Census 2000.

The Department of Commerce sought review of these decisions by the U.S. Supreme Court. The
Supreme Court agreed to hear the cases and consolidated them for purposes of oral argument,
which took place on November 30, 1998. On January 25, 1999, the Supreme Court issued its deci-
sion in U.S. House of Representatives, concluding that Section 195 of the Census Act (Title 13,

U.S. Code) precluded the use of sampling to produce the congressional apportionment counts.62
Having determined its use violated Section 195 of Title 13, U.S. Code, the Court did not address
the constitutionality of sampling for apportionment purposes. As is discussed in greater detail in
Chapter 11, “Legal Issues,” the Census Bureau subsequently revised its plan for Census 2000 so
that sampling would not be used to produce the apportionment data.

On March 6, 2001, Secretary Donald Evans announced his decision to designate the unadjusted
data as the official redistricting data and withhold the adjusted data. Following the Secretary’s
decision, the city of Los Angeles (and other plaintiffs) amended an earlier complaint, seeking a

60 pL. 105-119, Title II, Section 209().

1 |bid.

82 Department of Commerce v. U.S. House of Representatives, 119 S.Ct. 765 (1999). Section 195 of Title 13,
U.S. Code, reads as follows: “Except for the determination of population for purposes of apportionment of
Representatives in Congress among the several States, the Secretary shall, if he considers it feasible, authorize
the use of the statistical method known as ‘sampling’ in carrying out the provisions of this title.”
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court order releasing the adjusted data as the official redistricting data. The District Court for the
Central District of California upheld the Secretary’s decision not to adjust the redistricting data.e3
The case was ultimately decided by the U.S. Court of Appeals for the Ninth Circuit, which affirmed
the district court’s decision upholding the Secretary’s determination.64

Following the Secretary’s decision, Accuracy and Coverage Evaluation (A.C.E.) results below the
national level were not publicly released. The Census Bureau and the Department of Commerce
received numerous Freedom of Information Act (FOIA) requests for the adjusted data (in most
cases, at the block-level) from state and local government officials and various print media. All
such FOIA requests, and subsequent administrative appeals, were denied, citing the deliberative
process privilege in Exemption 5 of the FOIA. The department stated that the adjusted block-level
data were “predecisional” and “deliberative” and were related to an intradepartmental recommen-
dation not to statistically adjust the official redistricting data, a recommendation accepted by the
Secretary of Commerce.

In connection with one such request, the ensuing FOIA lawsuit reached the U.S. Court of Appeals
for the Ninth Circuit.65 That court, on October 8, 2002, upheld the decision of the U.S. District
Court for the District of Oregon ordering the release of the Census 2000 adjusted block-level data
under the FOIA.66 The district court had ruled that the adjusted block-level data were not pro-
tected under Exemption 5 of the FOIA as predecisional or deliberative.67 The district court, in
ruling on the case, relied on Department of Commerce v. Assembly of California, a FOIA lawsuit
dealing with release of the 1990 census adjusted block-level data.68 In that case, the Ninth Circuit
Court ruled that the 1990 census adjusted data were neither predecisional nor deliberative. Pursu-
ant to the October 8, 2002, Ninth Circuit Court decision, the Census Bureau released the data to
the plaintiffs and, anticipating additional requests for the adjusted block-level data (given the
Ninth Circuit Court decision), developed a process for providing the data to all requesters.

The State of Utah and other plaintiffs filed two lawsuits relating to Census 2000 operations/
methodologies. In the first Utah v. Evans (known as Evans I, filed on January 10, 2001), Utah chal-
lenged the Census Bureau policy of including overseas federal civilian and military employees and
their dependents in Census 2000 for apportionment purposes but excluding thousands of mis-
sionaries of the Church of Jesus Christ of Latter-day Saints (the LDS Church) who were temporarily
serving abroad when Census 2000 was conducted. The State of Utah contended that had the over-
seas LDS Church missionaries been included in, or the overseas federally affiliated households
excluded from, the apportionment counts, the state would have received a fourth seat in the U.S.
House of Representatives.

On April 17, 2001, a three-judge panel of the U.S. District Court for the District of Utah (Central
Division) upheld the Secretary of Commerce’s decision (delegated to the Census Bureau) to include
only federally affiliated overseas Americans in the Census 2000 apportionment counts.6° Plaintiffs
appealed to the Supreme Court, and on November 26, 2001, the Court issued a summary affirma-
tion (that is, without hearing the case) of the judgment of the district court.”°

Utah and co-plaintiffs filed their second lawsuit—Utah v. Evans (Evans I)—on April 25, 2001. Plain-
tiffs alleged that had the Census Bureau not employed the use of “hot-deck” count imputation in
producing the Census 2000 apportionment counts, Utah would have received one additional seat
for a total of four seats in the U.S. House of Representatives.

63 City of Los Angeles v. Evans, 2001 WL 34125617 (C.D.Cal. April 25, 2001).

84 City of Los Angeles v. Evans, 307 F.3d 859 (9th Cir. 2002).

85 The adjusted data were the subject of other lawsuits as well; these cases are discussed in the “Litigation”
section of Chapter 11, “Legal Issues.”

86 .S. Department of Commerce v. Carter, 307 F.3d 1084 (9th Cir. 2002).

7 Carter v. Department of Commerce, 186 FSupp.2d 1147 (D.Or. Nov. 20, 2001).

%8 Department of Commerce v. Assembly of California, 968 F.2d 916 (9th Cir. 1992). For a detailed sum-

mary of the case, see U.S. Bureau of the Census, 1990 Census of Population and Housing, History, Part D,
1990 CPH-R-2D (Washington, DC: Government Printing Office, 1996), pp. 12-12-12-13. It is worth noting that
the Eleventh Circuit Court of Appeals, in Department of Commerce v. Florida House of Representatives,
961 F.2d 941 (11th Cir. 1992), reached the opposite conclusion, holding that the 1990 census adjusted block-
level data fell within the scope of the deliberative process privilege in Exemption 5 of the FOIA, and that court
therefore upheld the withholding of those data. Ibid., p. 12-13.

89 Utah v. Evans, 143 FESupp.2d 1290 (D. Utah April 17, 2001).

70 Utah v. Evans, aff'd, 534 U.S. 1038 (2001).
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As in past censuses, the Census Bureau used a statistical method known as imputation to assign
occupancy status (existent, residential, occupied or vacant) to addresses and, if imputed to exist,
be residential and occupied, the number of occupants, if these, or any of these, could not be
determined by field verification. Status, counts, and characteristics were imputed based upon the
attributes of neighboring addresses for which enumerators had obtained the relevant information.

Utah claimed that count imputation was a form of statistical sampling, which—based on Section
195 of Title 13, U.S. Code—the U.S. Supreme Court held earlier in Department of Commerce v.
U.S. House of Representatives (see above) could not be used for generating apportionment counts.
Additionally, Utah claimed that the use of count imputation was in violation of the Apportionment
Clause of the Constitution as amended by Section 2 of the Fourteenth Amendment.”! This case
was ultimately decided by the Supreme Court, which issued a June 20, 2002, decision concluding
that the use of “hot-deck” count imputation is neither contrary to the Constitution nor Section 195
of Title 13, U.S. Code.72

7T The Apportionment Clause of the Constitution (Article I, Section 2, Clause 3) refers to an “actual
Enumeration” to be conducted every 10 years “. . . in such Manner as . . . [Congress] shall by Law direct.”
72 Utah v. Evans, 536 U.S. 452 (2002).
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Chapter 2: Planning the Census

INTRODUCTION

Over the past several decades it has become increasingly difficult to take the decennial census.
The U.S. Census Bureau began planning for Census 2000 by reexamining nearly every aspect of
its prior census operations, with the intent of making Census 2000 the most accurate population
count ever. One of the most significant conclusions that emerged from the Census Bureau’s
assessment of the 1990 census was that the agency had pushed traditional enumeration tech-
niques nearly to the limits of their effectiveness. For 2000, the agency sought both to enhance its
traditional methods and to develop new, innovative ways to collect, process, and disseminate
population and housing data. Furthermore, the 1990 census cost far more than any previous
population count, even when the cost per household was adjusted for inflation. As a result, accu-
racy and cost concerns underlay the Census Bureau’s efforts to reengineer the census.!

The first phase of Census 2000 planning, from 1987 to 1997, was fundamentally similar to the
preparations for the 1990 census. The Census Bureau organized a planning team, conducted
research into new techniques and technologies, evaluated the results of the most recent census,
consulted various data users for their requirements and suggestions, and began to test the new
techniques that it hoped to use for the coming census. The second phase, from 1997 to 1999, is
unique in census history. During this phase, the Census Bureau pursued two different planning
paths (statistical sampling and traditional enumeration planning), not knowing which it would be
required to use. Although each track required different methodologies, some operations were
common to both. The third phase, final census planning (following the 1999 Supreme Court ruling
prohibiting the use of sampling for apportioning seats in the U.S. House of Representatives),
marked the period during which the Census Bureau was able to commit to a single planning track.
During this phase, the Census Bureau finalized a plan that incorporated elements from both plan-
ning tracks (see Chapter 1, “The Context of Census 2000”).

THE 1990 CENSUS?2

Much of the planning for Census 2000 reflected dissatisfaction with the 1990 census within the
Census Bureau, Congress, the data user community, and the public. In searching for ways to con-
duct a better census, the Census Bureau considered its options for overhauling its enumeration
methodologies, promotion and outreach, automation, organization and management, and statisti-
cal methodology.

Despite criticism of its results, the 1990 census provided notable successes.3 The most prominent
of these included:

= Geographic support system. The creation and implementation of a digitized geographic data-
base called the Topologically Integrated Geographic Encoding and Referencing (TIGER®)4
System.

= Increased automation. The expansion of automation into field operations, the early conversion
of responses on questionnaires into computer-readable files (“data capture”), and the establish-
ment of electronic linkages between Census Bureau headquarters and more than 400 offices
throughout the country.

' U.S. Department of Commerce, Economics and Statistics Administration, and Bureau of the Census,
“The Plan for Census 2000,” (April 5, 1996), p. I-1.

2 See U.S. Census Bureau, 1990 Census of Population and Housing: History, Parts A-D, 1990 CPH-R-2A-D
(Washington, DC: Government Printing Office, 1993-96).

3 See Charles D. Jones, “Taking the Census: Lessons from 1990,” presented at the 1991 Annual Meeting of
the Population Association of America.

“ TIGER® is a registered trademark of the U.S. Census Bureau.
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= Recruiting. The 1990 census work force peaked at about 300,000 during the spring of 1990
when the enumerators visited approximately 34.2 million addresses to collect census data from

nonrespondent households.

= Qutreach and promotion. A public-service media campaign and an outreach program built sup-
port networks and encouraged local and tribal governments, national and community organiza-
tions, schools and religious organizations, and private and nonprofit corporations to inform
their members or constituents about the importance of participating in the census. A pro bono
advertising campaign included appeals to general audiences, coupled with targeted messages
addressed to several minority populations.

Trends in Census Costs

The cost of the decennial census has grown dramatically since 1970 (see Table 2-1). Based on

information provided by the Census Bureau and the Government Accountability Office,> the

National Academy of Sciences’ Panel on Census Requirements® concluded that among the factors
contributing to increased census costs were the growth in the number of housing units, a decline
in the willingness of respondents to return completed questionnaires, and expanded demand for

small-area data.

Table 2-1.

Trends in U.S. Population Size, Census Costs, and Final Response Rates:?

1970 to 2000

Decennial census cycle
Characteristic

1970 1980 1990 2000
Full-cycle census cost (in millions of constant 2000 dollars) ... $920 $2,159 $3,275 $6,553
Population (in millions) ......... ... i 203.3 226.5 248.7 281.4
Housing units (in millions) ........... ... ... ... ... ... 70.7 90.1 104.0 117.3
Final response rate (in percent) ........................... 78 75 65 67
Cost per housing unit (in constant 2000 dollars) ............. $13 $24 $32 $56

Source: U.S. General Accounting Office, “2000 Census: Significant Increase in Cost Per Housing Unit Compared to 1990 Census,”
GAO-02-31, December 2001, Table 1; U.S. ‘Census Bureau, Statistical Abstract of the United States: 2003 (Washlngton DC: Government
Printing Oﬁ|ce 2003) Table 1 and Herbert F. Stackhouse and Sarah Brady, Census 2000 Evaluation A.7.a. “Census 2000 Mail
Response Rates.” Final Report January 30, 2003. p. 11.

The 1990 Undercount

For the first time since the Census Bureau began using postcensal surveys to evaluate census cov-
erage following the 1950 census, evaluations of the 1990 census indicated that it had been less
accurate than its immediate predecessor.8 Following the 1990 census, the Census Bureau used
two independent methods to evaluate census coverage—demographic analysis® and a post-
enumeration survey. In addition to measuring overall the undercount, these studies revealed that
the differential undercount for minorities persisted.

> The Government Accountability Office (GAO) is the investigative arm of the Congress that audits and
evaluates government programs and activities. Prior to July 7, 2004, this organization was called the General
Accounting Office.

® Public Law 105-135, the Decennial Census Improvement Act of 1991, mandated that the National
Academy of Sciences (NAS) undertake a study of both the best means to count the nation’s populace, and the
most promising alternative methods for collecting other demographic and housing data. The goals of this
research were to identify ways to reduce both the cost and undercount associated with the 1990 census.

7 The final response rate was defined as the number of questionnaires returned by mail divided by the total
number of housing units that received questionnaires delivered either by the United States Postal Service or by
Census Bureau staff by the end of the census year.

8 While the first post-enumeration survey was taken following the 1950 census, the first study of the
undercount was conducted following the 1940 census. That study compared the census results to Selective
Service registration numbers. See Daniel O. Price, “A Check on Under-Enumeration in the 1940 Census”
American Sociological Review, Volume 12, Issue 1 (Feb., 1947), pp. 44—49.

9 Demographic analysis (DA) uses administrative records on births, deaths, migration, and Medicare to
develop an independent estimate of the population. DA is a benchmark to evaluate the national population
figure from the decennial census. First developed in 1955, and later improved through continued research at
the Census Bureau and elsewhere, DA estimates are considered to be the standard for judging the complete-
ness of the census count.
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Demographic Analysis

Demographic analysis compares decennial census population counts with estimated population
totals derived from administrative records of births, deaths, immigration, and emigration.
(Undocumented immigrants are one of the most difficult demographic analysis components to
estimate.) The following table indicates the net national undercount of population for the decen-
nial censuses between 1940 and 1990.'°

Table 2-2.
Demographic Analysis Estimates of the Net National Undercount Between
1940 and 1990

Net national undercount
Census

Millions of people Percentage
1940 .. 7.5 5.4
1950 oo 6.5 4.1
1960 ..o 5.7 3.1
1970 oo 5.7 2.7
1980 ..o 2.8 1.2
1990 .. 4.2 1.6

The undercount was made more troubling by the continued existence of a differential undercount.
“Differential undercount” is a measure of the systematic differences in the undercount rates for
identifiable population groups. The net national undercount rate for African Americans in 1990
measured by demographic analysis was more than four times greater than that for all other races
(5.7 percent vs. 1.3 percent). While demographic analysis can produce national undercount esti-
mates for groups based on age and sex, it cannot provide detailed estimates for racial or ethnic
groups other than African Americans and non-African Americans, nor can it provide reliable sub-
national estimates.!!

Post-Enumeration Survey

The second method of coverage evaluation—the post-enumeration survey—allowed the Census
Bureau to calculate the undercount rates for several racial and ethnic groups.

The 1990 post-enumeration survey consisted of an independent sample of nearly 172,000 hous-
ing units clustered in about 7,500 of the nearly 7 million blocks in the 50 states and the District of
Columbia. Areas containing American Indian reservations and those with significant Black,
Hispanic, or Asian populations were oversampled. Census Bureau field interviewers listed the
post-enumeration survey sample units before Census Day (April 1, 1990), and regional census
center employees visited them beginning in June 1990 to conduct interviews. Clerks in the pro-
cessing offices matched the post-enumeration survey records against those from the census.
Using a statistical method called “dual system estimation,” Census Bureau statisticians used post-
enumeration survey data to estimate the “true” population and net undercounts for the nation and
its component geographic areas. The initial post-enumeration survey estimate of undercount was
2.4 percent, but after correcting a processing error, the final post-enumeration survey derived
estimates of the net national undercount by race and Hispanic origin for 1990 were as follows:

10U.S. Census Bureau, Report to Congress—The Plan for Census 2000 (revised August 1997), p. 2. The esti-
mated net national undercount rate for 1990 from demographic analysis was reduced from 1.8 percent to
1.6 percent in the process of thoroughly evaluating the estimates derived from the Accuracy and Coverage
Evaluation (A.C.E.) Survey, part of the Census 2000 coverage and evaluation program. See, U.S. Bureau of the
Census, “Technical Assessment of A.C.E. Revision II,” March 12, 2003. Regarding the use of demographic
analysis to determine national net undercount rates, see Robert E. Fay, Jeffrey S. Passel, and J. Gregory
Robinson (with assistance from Charles D. Cowan), 1980 Census of Population and Housing. The Coverage of
Population in the 1980 Census. PHC80-E4 (Washington, DC: Government Printing Office, 1988).

T U.S. Census Monitoring Board, “Issue Briefs: Demographic Analysis,” December 28, 2000.
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Table 2-3.
Post-Enumeration Estimates of the Net 1990 National Undercount by Race
and Ethnic Group!2

Racial/ethnic group Percentage undercount
Total population . . ... et 1.6
Non-Hispanic Whites ... ... 0.7
AFICAN AMEIICANS . . . . . 4.4
Hispanics (can be any race) . ... 5.0
Asians/Pacific ISIanders . . . ... .. 2.4
American Indians/Alaska Natives (on reservations) . ........... ... .o oo, 12.2

The post-enumeration survey also confirmed that children and young adults were much more
likely to be undercounted than older adults, and that renters, particularly those living in rural
areas, were more likely to have been missed by the census than were homeowners.

EARLY PLANNING FOR CENSUS 200013

In October 1987, the Census Bureau established the 21st Century Decennial Census Planning
Staff. The staff identified many pressing issues that the Census Bureau would have to confront in
preparing for Census 2000 and began developing and analyzing options to overcome them.

The staff’s mission was to:

= Begin early planning of Census 2000 based on the assumptions that a fundamental change in
the census design would require substantial research, testing, and evaluation.

= Examine major trends in society, the labor force, technology, and data-user needs that might
indicate a need for significant changes in methods or design for Census 2000.

= Develop and evaluate proposals for census designs that would simplify the decennial census,
concentrate on constitutional requirements, expand subnational demographic and housing data
collected outside of the basic decennial census, and release those data to the public faster and
more efficiently.

The staff prepared a number of working papers and research reports, hired organizations such as
the National Institutes of Standards and Technology (NIST) and the Oak Ridge National Laboratory
to investigate technological issues relating to data collection and capture, presented papers at
professional meetings, and conducted a number of off-site conferences of senior Census Bureau
staff at which proposals were presented and discussed and directions for future research were
decided.

One of the staff’s early reports'4 identified alternative census designs that incorporated key com-
ponents of what became the Census Bureau’s initial plan for conducting Census 2000:

= Sampling for nonresponse follow-up.

= Incorporating information contained in a variety of administrative records into the decennial
census and related programs.

= Maintaining and updating of a computerized address list throughout the decade.

'2 Howard Hogan, “The 1990 Post-Enumeration Survey: An Overview,” The American Statistician, 1992,
pp. 261-69. Howard Hogan and Gregg Robinson, “What the Census Bureau’s Coverage Evaluation Programs
Tell Us About Differential Undercount,” 1993 Research Conference on Undercounted Ethnic Populations,
Richmond, VA, May 5-7, 1993.

'3 Much of the material in this section is based on Sandra Rowland, “Early Planning—21st Century
Decennial Census Planning Staff Research,” 2010 Decennial Census Management Memorandum No. 97-5,
March 12, 1997.

4 .S. Bureau of the Census, “Year Zero Analysis Team Report,” unpublished paper, September 23, 1988.

30 Chapter 2: Planning History: Census 2000

U.S. Census Bureau



= Creating and maintaining a continuously updated master address file (MAF), linked to the
Census Bureau’s Topologically Integrated Geographic Encoding and Referencing (TIGER®)
system, which also served as a sampling frame for Census 2000 and for intercensal surveys.!5

In conjunction with subject-matter specialists, the Census Bureau investigated options for expand-
ing the agency’s intercensal program of collecting, processing, and releasing subnational demo-
graphic and housing data.'® To compare the estimated costs of alternative census designs, the
staff commissioned studies of alternative cost-modeling methods, modified the 1990 census cost
model (that allowed managers in the field to estimate the cost and personnel implications of
changes in staffing plans), and created an early version of what became the Census 2000 cost
model.'7 Staff members investigated alternatives to the 1990 method of “capturing” census data.
The staff contracted with the NIST to assess the potential of optical mark and character recogni-
tion and image processing as a data-capture methodology for Census 2000. The NIST report’s con-
clusions were sufficiently promising to persuade the Census Bureau to continue to evaluate newer
versions of this technology.'8

After reviewing the relevant literature, the 21st Century Staff prepared an analysis of societal
trends that might require significant changes in the methods and procedures the Census Bureau
would use to conduct decennial censuses in 2000 and beyond.'® Among the trends the group
singled out for continued monitoring and analysis were:

= Declining public cooperation and mail response.
= Labor force constraints.

= Declining federal budgets.

= Demand for improved census coverage.

This review of trends that might affect census taking in the twenty-first century served as the
basis for a series of Census Bureau staff meetings in December 1990. These meetings introduced
over 100 Census Bureau employees to the research regarding potential designs for Census 2000
and represented an effort to encourage an acceptance of significant changes in major Census
Bureau programs on the part of key agency staff.

In November 1990, the Census Bureau received funding for research and development on design
changes for Census 2000. This funding allowed the creation of the Year 2000 Research and Devel-
opment Staff and the formation of a Task Force for Designing the Year 2000 Census and Census
Related Activities for 2000—2009 to begin technical and policy work on design changes for the
next census.20

Congressional Hearings and Input

In the early 1990s, the Census Bureau heard repeatedly from some in Congress that Census 2000
should be redesigned to improve accuracy and reduce costs. Beginning with the 102nd Congress
(1991-1992), the Census Bureau’s oversight and appropriations subcommittees held a number of

15> See, for example, Memorandum from Robert W. Marx, “Creation and Maintenance of a Census Bureau
Master Address List—Issues Summary,” December 7, 1988.

16 See, for example, Roger Herriot, Bruce Johnson, and Sandra Rowland, “21st Century Decennial Census
Planning: A Vision for Meeting Future Needs,” a paper presented at the Joint Advisory Committee meeting of
the Census Advisory Committees on Population Statistics and of the American Statistical Association, April 13,
1989. An earlier paper introduced a number of the themes the 21st Century Census Staff explored. See Roger
Herriot, David V. Bateman, and William F. McCarthy, “ISAS—Integrated System of Area Statistics—A New
Approach for Meeting the Nation’s Needs for Sub-National Data,” March 9, 1988 (draft). Components of the
ISAS became the basis for the development of the Continuous Measurement program.

7 Bruce E. Tonn, Richard Goeltz, and Ho-Ling Hwang, “Alternative Approaches to the Year 2000 Census,”
Oak Ridge National Laboratory, December 8, 1988, and Bruce E. Tonn, “Approaches to Estimating Costs for the
Year 2000 Census,” Oak Ridge National Laboratory, undated.

'8 Sandra Rowland, “Early Planning—21st Century Decennial Census Planning Staff Research,”

2010 Decennial Census Management Memorandum No. 97-5, March 12, 1997.

19 U.S. Bureau of the Census, “Deep Currents: The Case for Change in Decennial Censuses,” unpublished
paper, May 1990.

20 Sysan Miskura, “Forward from 1990: Designing the 2000 Census,” Proceedings of the Survey Research
Methods Section, American Statistical Association, 1992, p. 38.
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hearings to evaluate the results of the 1990 census and consider various means of improving
upon the 1990 methodology to achieve a more accurate census in 2000. The first oversight hear-
ing was held by the House of Representatives’ Subcommittee on Census and Population in
February 1991. Chairman Tom Sawyer (D-OH) noted concerns about the quality of the 1990 count,
referring to the “vulnerabilities of traditional counting methods.”2!

At an August 1, 1991, hearing, Chairman Sawyer stated that the challenge for 2000 “. . . will be to
maintain a credible process and to overcome the historic problems that diminished the accuracy
of the 1990 census,”22 and recommended legislation authorizing a comprehensive study of cen-
sus methods by the National Academy of Sciences (NAS).

That legislation was enacted into law (October 1993), and required the Secretary of Commerce to
contract with the NAS to study ways for the government both to achieve the most accurate popu-
lation count possible and to collect other demographic and housing data. Specifically, the law
required the NAS to consider: (1) ways to improve the government’s enumeration methods;

(2) alternative methods for collecting the data needed for a basic population count, including the
use of administrative records; and (3) the appropriateness of using sampling methods, in combi-
nation with basic data-collection techniques or otherwise, in the acquisition or refinement of
population data.

The law also mandated that the NAS issue a final report, within 3 years, that evaluated the relative
advantages and disadvantages and provided an analysis of the cost effectiveness, of each
alternative.23

The Government Accountability Office (GAO)z24

In June 1992, the GAO released its comprehensive evaluation of the 1990 census, which dis-
cussed lessons learned and identified opportunities for fundamental, effective reforms. Among its
conclusions, the report determined that the Census Bureau’s mailout/mailback methodology, used
since the 1970 census, had outgrown its utility. The GAO doubted that mail response rates in
2000 would improve much over those for 1990 and argued that the continued use of this method-
ology would increase the census’ overall and differential net undercounts.

In its review of a draft version of the report, the Census Bureau commented that:

[The] report focuses largely on cost minimization as the criterion for the Census 2000
design. While we agree that cost is a major factor to consider, we believe the Administra-
tion and Congress need to balance costs with other goals in designing the next census.
Other goals to consider include (but are not limited to) completeness of the counts,
differential coverage rates, data needs, . . . public burden, operational feasibility, and
timeliness.25

The GAO responded by stating that the cost of the census is not measured solely in terms of
dollars spent. Furthermore, reduced data quality (including the failure to make reductions in the
overall and differential net undercounts), “also is a cost of the current approach to taking the cen-
sus . .. Thus, a less costly census would be one that saves money and improves data quality.”26

21 U.S. House of Representatives, Subcommittee on Census and Population, House Committee on Post
Office and Civil Service, February 21, 1991, Hearing, opening written statement of Rep. Sawyer.

22 |.S. House of Representatives, Subcommittee on Census and Population, Committee on Post Office and
Civil Service, August 1, 1991, “Hearing to Review Major Alternatives for the Census in the Year 2000,” opening
written statement of Rep. Sawyer.

23 See the section titled “Public Laws Concerning Census 2000” in Chapter 11, “Legal Issues” for a more
detailed discussion of the legislation authorizing the National Academy of Sciences study.

24 0n July 7, 2004, the name of this organization changed from the General Accounting Office to the
Government Accountability Office. Throughout the text of this publication, the latter name will be used. How-
ever, citations of publications, papers, and other sources will use whatever organizational name was in use at
the time the source was created.

25 May 14, 1992, letter from Barbara E. Bryant, Director, Bureau of the Census, to Richard L. Fogel, Assistant
Comptroller General, General Accounting Office.

26 U.S. General Accounting Office, “Decennial Census: 1990 Results Show Need for Fundamental Reform,”
GGD 9294, June 9, 1992, p. 62.
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The report contained detailed cost and data-quality information and demonstrated that as the mail
response rate decreased, the number of persons missed or erroneously included in the census
increased. The GAO concluded that:

the results from 1990 demonstrate that adding more resources is unlikely to allow the
Bureau to enumerate that last remaining segment of the population. Furthermore, the
series of field operations that attempt to count the last portion of the population are
among the most costly components of the census in terms of both resources expended
and errors introduced into the count.2?

The GAO recommended that the Census Bureau “rigorously explore” using statistical sampling for
some portion—or even all—of the nonresponse workload to “reduce dependence on costly field
follow-up operations in order to improve the next census.”28

National Academy of Sciences Panels

Public Law 102-135, the Decennial Census Improvement Act of 1991, mandated that the National
Academy of Sciences (NAS) undertake a study of both the best means to count the nation’s popu-
lace, and the most promising alternative methods for collecting other demographic and housing
data. The goals of this research were to identify ways to reduce both the cost and undercount
associated with the 1990 census.

To conduct the research, the Committee on National Statistics of the National Research Council
established two panels.29 The Panel on Census Requirements in the Year 2000 and Beyond was
responsible for studying the cost structure of the census, ways to achieve the most accurate
population count, and requirements for census content. The panel issued an interim report in May
1993 and a later report in November 1993. Its final report, Modernizing the U.S. Census, was pub-
lished in 1995.30 The Panel to Evaluate Alternative Census Methods focused on technical issues
regarding implementation and evaluation of promising methodologies. Its research was to
complement that of the Panel on Census Requirements in the Year 2000 and Beyond. The Panel to
Evaluate Alternative Census methods released its final report, Counting People in the Information
Age, in 199431

Panel on Census Requirements in the Year 2000 and Beyond. The panel worked closely
with Census Bureau staff to understand the cost structure of the census and the reasons for cost
escalation since 1970. It also modeled the likely cost implications of several proposed changes to
census methodology, including radical changes, such as conducting a sample census and basing
the census entirely on administrative records. The panel met with a wide range of data-user
groups to understand their requirements and uses of census data, conducted two case studies of
census data use (one for transportation research and planning and the other for housing research
and planning), investigated the legal requirements for reapportionment and redistricting data, and
studied data needs of federal agencies.

This panel reached four general conclusions, from which most of its more specific recommenda-
tions were derived:32

= |t was fruitless to try to count every person with traditional census methods of physical
enumeration. Simply spending more money to extend use of traditional methods would not
improve coverage or data quality.

27 |bid., p. 49.

28 |bid., p. 50.

29 The National Research Council was organized by the National Academy of Sciences in 1916 to associate
the broad community of science and technology with the National Academy of Sciences’ purposes of further-
ing knowledge and advising the federal government. The National Research Council members are drawn from
the councils of the National Academy of Sciences, the National Academy of Engineering, and the Institute of
Medicine. The National Academy of Sciences has a Congressional mandate granted to it in 1863 that requires
it to advise the federal government on scientific and technical matters.

30 Barry Edmonston and Charles Schultze (eds.), Modernizing the U.S. Census (Washington, DC: National
Academy Press, 1995). See also, Planning the Decennial Census: Interim Report (Washington, DC: National
Academy Press, 1993).

31 Duane L. Steffey and Norman M. Bradburn (eds.), Counting People in the Information Age (Washington,
DC: National Academy Press, 1994).

32 See Edmonston and Schultze (eds.), Modernizing the U.S. Census.
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= [t was possible to improve the accuracy of the census count with statistical estimates of the
number and characteristics of those not directly enumerated.

= A thorough review and reengineering of census procedures and operations could achieve sub-
stantial cost savings in the next census, even as accuracy was being improved.

= Continuous measurement deserved serious consideration as a means of providing more fre-
quent small-area data; however, the necessary research and evaluation could not be completed
in time for Census 2000. Therefore, Census 2000 should include the long-form questionnaire.

Panel to Evaluate Alternative Census Methods. Unlike the Panel on Census Requirements in
the Year 2000 and Beyond, the Panel to Evaluate Alternative Census Methods focused on how the
census should be taken. The panel included members with expertise in statistics, survey methods
and design, decennial census operations, field organization of large-scale data collection, demog-
raphy, geography, marketing research, administrative records and record linkage, small-area
statistics, and respondent behavior.

The panel conducted much of its work through four working groups that were formed to consider
different aspects of alternative census design. The first group examined response and coverage
issues and reviewed research on methods to improve census response while reducing differential
under-coverage. Topics studied by the group included questionnaire design and implementation,
census rostering, and residence rules. The second group examined how sampling and statistical
estimation methods might improve coverage and reduce differential under-coverage. The third
working group studied current and potential uses of administrative records in censuses and con-
sidered related factors such as cost and public reaction to new uses of administrative records. The
fourth group studied continuous measurement and matrix sampling, two alternative methods for
collecting the detailed socioeconomic data that have been gathered on the decennial census’ long-
form questionnaire.

In September 1993, the panel presented an interim report outlining its findings and conclusions to
date, many of which concerned plans for the 1995 Census Test.33 Its overarching concern was
that the design alternatives to be tested for Census 2000 should consider the “cost, yield, and
gross error” of each method in order to determine the cost-benefit balance of each. The panel
praised the Census Bureau’s post-1990 census research, especially its efforts to improve response
and coverage, and the agency’s intention to expand its use of sampling and estimation.

In 1994, the panel’s final report made 41 recommendations covering 5 basic concerns—census
design, response and coverage, sampling and statistical estimation, administrative records, and
alternatives for collecting long-form questionnaire data.34 The Census Bureau adopted many of
the recommendations, including map improvement efforts, address-list sharing among agencies,
studies of administrative records as vehicles to collect census data, and expanded use of foreign
language materials. The panel also endorsed the Census Bureau’s efforts to pursue continuous
measurement and to find alternatives to collecting long-form questionnaire data.

In terms of redesigning the census, the most significant recommendation that both NAS panels
made was to encourage the Census Bureau to expand its use of statistical sampling so as to
improve coverage and reduce costs. This recommendation meshed well with what the Census
Bureau was hearing from many of those who criticized the results of the 1990 census and wanted
a less costly and more accurate census in 2000. With pressure from Congress and the GAO to
redesign the census, and with the support of its own staff, the NAS, and much of the statistical
community, the Census Bureau set about designing a census that could be adjusted based on
modern statistical sampling.

33 A Census That Mirrors America: Interim Report (Washington, DC: National Academy Press, 1993).
34For a comprehensive list of the recommendations and the rationale for them, see Steffey and Bradburn
(eds.), Counting People in the Information Age.
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TASK FORCE FOR DESIGNING CENSUS 200035

In November 1990, the Census Bureau and its parent agency, the Department of Commerce,
formed the Task Force for Planning the Year 2000 Census and Census-Related Activities for
2000-20009. 'The task force was directed to consider lessons learned from the 1990 census, tech-
nical and policy issues, constitutional and statutory mandates, changes in U.S. society since ear-
lier decennial censuses, and the most current knowledge of statistical and social measurement.
These considerations were then to be applied to census-related activities for the period 2000
through 2009.36 The task force also had the authority to contract with the National Academy of
Sciences and others, as appropriate, for additional expertise and insights. The task force was
required to make its final recommendations by January 1, 1995, and disband following submis-
sion of the report.

The task force was divided into three committees: the Technical Committee, the Policy Committee,
and the 2000 Census Advisory Committee. The Technical and Policy Committees reported to both
the Census Bureau and the Department of Commerce. The 2000 Census Advisory Committee was
charged with identifying and communicating to the Secretary of Commerce the concerns of fed-
eral and nonfederal government, and nongovernment stakeholders regarding the Census 2000
design.

The task force committees held numerous policy and technical discussions that allowed members
to debate and question alternative ways to design a modern census that took into account recent
changes in society while fulfilling the Census Bureau’s constitutional duties. The task force com-
mittees were asked to study a number of issues, including the use of administrative records,
statutory requirements for data, methods to improve public participation, new partnerships with
governments at all levels, mechanisms to spread data collection over longer periods, ways to tai-
lor data collection efforts for different groups, and improved cost control and estimation methods.
To aid the task force in accomplishing these goals, the Census Bureau provided it with information
on the research and experimentation program of the 1990 census, the experience of the 1990
census itself, and trends identified by the Census Bureau’s Year 2000 Research and Development
staff.

The Technical Committee, drawn from senior technical staff from the Census Bureau and other
federal statistical agencies, was responsible for evaluating the technical feasibility of design alter-
natives.3” The committee identified key research questions, formulated test objectives, and evalu-
ated research findings. It was chaired by the associate director for statistical design, methodology,
and standards at the Census Bureau and supported by the Year 2000 Research and Development
Staff. Responsibility for designing Census 2000, conducting related activities for the subsequent
decade, and the research and experimentation program efforts, was placed under the direct super-
vision of the Technical Committee of the task force.

The Technical Committee developed 14 different alternative decennial census designs in an effort
to improve the response rate and reduce the differential undercount.38 Stakeholders were con-
sulted about the merits of each of these designs. Though no single alternative could, by itself,
solve these two problems, the designs identified useful methodologies that could be tested for
use in Census 2000.

The Policy Committee was drawn from Census Bureau staff, other federal agencies with significant
decennial census data needs, the Department of Commerce’s Office of Administration and Office
of Legislative and Intergovernmental Affairs, and the Office of Management and Budget (OMB). It
was chaired by the U.S. Department of Commerce deputy assistant secretary for statistical affairs
of the Economics and Statistics Administration.

35 |bid., pp. 38-39.

36 U.S. General Accounting Office, “Lessons Learned for Planning a More Cost-Effective 2010 Census,”
GAO 03-40, October 2002. p. 5.

37 These agencies included the National Institute of Standards and Technology, the Bureau of Labor
Statistics, the Internal Revenue Service, and the National Center for Health Statistics. See U.S. Census Bureau,
“Reinventing the Census: Global Report of the Task Force for Planning the Year 2000 Census,” April 1995.

38 See U.S. Census Bureau, Year 2000 Research and Development Staff, “2000 Census Research and
Development Alternative Designs Program,” June 1992.
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The Policy Committee’s primary responsibilities were the content development and data collection
processes. It examined the questions that the Census Bureau was compelled to ask by statute,
and explored whether some of those data (particularly small-area economic and housing data)
could be gathered in some other manner, such as continuous measurement, matrix sampling,
and/or administrative records.

The Advisory Committee (later rechartered and renamed the Census 2000 Advisory Committee)3®
was responsible for communicating to the Secretary of Commerce the concerns of various stake-
holders, such as private citizens, other levels of government, national and community-based orga-
nizations, academia, and private industry. It was composed of representatives from various orga-
nizations with an interest in decennial census accuracy and small-area data, as well as represen-
tatives of the U.S. Postal Service and both houses of Congress. The committee was chaired by the
executive director of the Council of Professional Associations on Federal Statistics. (After the com-
mittee’s creation, the Secretary of Commerce renewed its charter in 1995 and again in 1997. The
Policy and Technical Committees disbanded when their charter ended on July 15, 1995.)

During its tenure, the Advisory Committee moved beyond the evaluation of the Census Bureau’s
statistical methods to consider nonstatistical issues such as outreach and promotion, and
cooperative ventures with state, local, and tribal governments (this later was renamed the Partner-
ship Program). In March 1995, the Advisory Committee submitted its final recommendations to
the Secretary of Commerce. The committee’s recommendations were based on its inquiries into
decennial census methodologies and how they might be refined and revised. The committee
members concluded that the Census Bureau should:

= Increase outreach and promotion efforts to stimulate participation and reduce the differential
undercount, rather than simply raise awareness.

= Involve tribal, state, and local governments in census planning, development, implementation,
and evaluation by forming partnerships with them.

= Test sampling and estimation techniques for nonresponding households to determine if these
could help the Census Bureau contain costs and reduce the differential undercount.

= Maintain the long-form questionnaire as a method to collect small-area demographic, social,
and economic data. Also, test 1990 questionnaire content to determine what changes, if any,
should be made to the 2000 questionnaire. The Census Bureau also should consider nonfederal
data needs.

= Ensure that census tests are scheduled early enough to take advantage of their findings in the
final census design for 2000. Other research, particularly that from the 1990 census, also
should be used to help create the final design.

CONSULTATIONS WITH DATA USERS

Census Advisory Committee of Professional Associations

As the nation’s largest data-collection agency, the Census Bureau continued to seek advice from
outside sources on census and survey planning. The main purpose for establishing and maintain-
ing advisory committees was to obtain the expert advice of private sector representatives from
the academic, business, and statistical communities on the full range of Census Bureau programs
and activities. In 1994, the Secretary of Commerce, with the concurrence of the General Services
Administration, established the Census Advisory Committee of Professional Associations pursuant
to the Federal Advisory Committee Act. This committee consisted of members of the four sepa-
rate, preexisting Census Bureau advisory committees: (1) The Census Advisory Committee of the

39 The Department of Commerce granted the Advisory Committee’s request that its charter be extended
beyond the original January 1995 deadline. Following Census 2000, its charter was changed to allow the
committee to help the Census Bureau prepare for the 2010 Census and the American Community Survey. It
was renamed to reflect its status as an ongoing committee, becoming “The Decennial Census Advisory
Committee.”
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American Statistical Association (ASA); (2) The Census Advisory Committee of the American
Marketing Association (AMA); (3) The Census Advisory Committee of the American Economic
Association (AEA); and (4) The Census Advisory Committee of the Population Association of
America (PAA).

This advisory committee consisted of 36 members—nine members from each of the four organi-
zations mentioned above. Members served 3-year terms and could be reappointed to second
terms. The committee met twice a year, usually in the spring and fall.40

Census Advisory Committees on the African American; American Indian and Alaska
Native; Asian and Pacific Islander; and Hispanic Populations

The Census Advisory Committees on the African American; American Indian and Alaska Native;
Asian and Pacific Islander; and Hispanic Populations were established in 1985 for the 1990 decen-
nial census.4! The charters for the committees expired in 1992; however in February 1994, the
Secretary of Commerce reestablished the committees for Census 2000.42 The Census Bureau
requested membership nominations from its stakeholders, Congress, Census Bureau employees,
and others. Committee members were usually community leaders, academicians, social science
researchers, planners and developers, entrepreneurs, educators, and other private sector data
users from national, regional, and local organizations. The committees reported to the Director of
the Census Bureau and met at least once a year.

The primary objective of the committees was to seek advice and recommendations on special
methods of enumeration and the race and ethnicity questions during the design, planning, and
implementation phases of Census 2000, and promoting and obtaining cooperation and participa-
tion in Census 2000. Some of the issues that the committees addressed included whether to
include a multiracial question on the long form, whether to use administrative records to collect
census data, and how to disseminate the data to racial and ethnic populations. The committees
held their first meeting in December 1994 .43

Survey of Nonfederal Data Users

As part of the content development process for Census 2000, the Census Bureau assessed the
needs of nonfederal data users by conducting the “Survey of Census Needs of Non-Federal Data
Users” (NFDU). The NFDU survey, mailed to approximately 18,000 participants between November
1994 and March 1995, collected information on the subject needs, uses of specific items (includ-
ing the statutory citation where applicable), and the level of geographic detail that nonfederal
data users needed for the 43 topics that appeared on the 1990 census questionnaires.

Survey respondents were asked whether they used each of the required or programmatic topics
for any of the following six uses:

= Compliance with federal statute

= Application for federal funds and/or grants

= Meeting requirements of state or local legislation
= Program and/or policy development

= Analysis and/or program/policy evaluation

= Other (court rulings/orders, marketing, etc.)

40 For a comprehensive review of the committee’s discussions and recommendations and the Census
Bureau’s responses, see Minutes and Report of Committee Recommendations, published after each meeting.

41 Also known as the Race and Ethnic Advisory Committees (REAC).

42 In July 1999, the Native Hawaiian and Other Pacific Islander (NHOPI) subcommittee of the Asian and
Pacific Islander Committee was created. The following February, the NHOPI subcommittee was chartered as a
separate committee and the Asian and Pacific Islander Committee was renamed the Asian Committee.

43 For a comprehensive review of the committees’ discussions and recommendations, see Minutes and
Report of Committee Recommendations, published after each meeting.
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From the approximately 9,000 completed questionnaires that NFDU survey participants returned
during the solicitation period, the Census Bureau concluded that:

= All the topics collected on the 1990 questionnaires were needed.

= The largest single user for each topic was local governments, which also was the largest single
group of survey respondents.

= There was widespread interest in small-area data (census tract level or below) for all topics,
demonstrating one of the most essential uses of decennial census data.

= The census sample was the only source of complete social, economic, and housing information
for these small areas, towns, and ZIP Code tabulation areas (for 2000).

= Program and policy development and evaluation were the top two uses for every topic. The
data suggested that program planning and evaluation often were carried out to comply with
federal or state statutes or to apply for federal funds.

= Data needs could not be met from alternative sources (administrative records, surveys, etc.) at
the lowest geographic level and with the cross-tabulations needed.

The findings of the NFDU survey were incorporated into the Census Bureau’s discussion on Census
2000 testing and ultimately the census’ questionnaire content.44 (See Chapter 3, “Population and
Housing Questions.”)

ALTERNATIVE DESIGNS PROGRAM FOR CENSUS 2000

The first major goal of the Census Bureau’s Research and Development Program for Census 2000
was to identify and describe a full range of design alternatives to accomplish the major features of
a census. The Census Bureau’s Task Force for Planning the Year 2000 Census was responsible for
overseeing the development of alternative designs. In order to determine which of the several
research options for alternative designs to pursue, Census Bureau officials sought advice from the
decennial census’ many stakeholders. Between February and November 1991, the Year 2000
Research and Development Staff (Y2K Staff) and the Task Force for Planning the Year 2000 Census
held a series of focus group meetings with stakeholders representing hundreds of organizations
to begin exploring the idea of fundamental change in the census of population and housing. Each
of the groups was asked to imagine the economic, technological, and social environment that
likely would exist in 2000 (for example, increasing racial, ethnic, and language diversity of the
population and increasing reluctance to comply with government requests for information). Given
the environment described, each group was then asked to consider what fundamental changes to
the census would be necessary to accommodate that environment.

The Y2K Staff defined which “building blocks” were necessary for taking a census. For each, the
Y2K Staff considered how the Census Bureau had done each of these operations in the past and
how they might be done differently in the future. Using these building blocks, the Technical
Committee of the task force created 14 alternative decennial census designs. The Technical
Committee was intimately involved in helping the Y2K Staff to establish a research and develop-
ment agenda; the Technical Committee helped design and evaluate numerous projects, while the
Y2K Staff managed and documented them.45 The Technical Committee discussed each option with
its stakeholders and developed research questions related to each design. It organized a series of
more than 25 meetings with groups of stakeholders, called “Alternative Design Assessment
Meetings” (ADAMs), and met between February and June 1992. In November 1992, the Y2K Staff
issued “Criteria for Evaluating Alternative Census Designs,” which documented the results of the
ADAMs workshops to rank or weight the criteria to be used in deciding among the alternative
designs.

44 U.S. Census Bureau, “Surveying Non-Federal Data Users for Census 2000 Needs,” 1995.
45 See U.S. Census Bureau Research and Development Staff, “Alternative Designs Program,” June 1992,
especially Appendix 2, “Designs Analysis and Cooperative Ventures.”
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Six of the fourteen alternative designs for Census 2000 that the Census Bureau submitted to the
OMB for review were variations on the 1990 census:

= Multiple response options. Added response options such as telephone, computer, fax, and inter-
active cable television to the mailout/mailback method that required respondents to complete
and return paper questionnaires.

= High tech. Combined multiple response options with the use of administrative records and
statistical estimation.

= Expanded content. Would collect additional data by using a variety of long-form questionnaires.

= Truncated/more estimation. Limited nonresponse follow-up (NRFU) among nonrespondents to
the initial census questionnaire, allowing for substantial cost savings and requiring sampling
and estimation to complete NRFU.

= Sample census. Would expand the use of statistical sampling to the entire mailout universe;
all census counts would be sample-based estimates.

= Target enumeration barriers. Census-taking methods primarily designed for hard-to-reach
populations.

Two of the proposed Census 2000 designs replaced traditional census-taking methods with reli-
ance on administrative records as the only or primary source of data:

= Administrative records only. The census would be taken using administrative records46 only.
No direct enumeration would take place and no census questionnaire would be used.

= Administrative records with enumeration support. The census would be based on the data in
administrative records, supplemented by enumeration and follow-up with respondents for
whom few or no other records existed.

Four designs involved the collection of minimal data on each inhabitant of the United States:

= Voting rights data only. Similar to the methods using administrative records, but involving only
the collection of data required by the Voting Rights Act (i.e., number of persons by age, race,
and Hispanic origin at the block level).

= Reapportionment and redistricting counts only. Would collect only reapportionment and redis-
tricting data—a basic headcount for each block. This design would collect less data than previ-
ous censuses, but would include statistical “adjustment” for over and undercounts.

= Redistricting counts only/no estimation. This basic headcount would collect and publish block-
level population counts to meet redistricting requirements; it would incorporate neither
coverage-improvement operations nor statistical “adjustment” of the counts.

= Reapportionment only/no estimation. This “bare bones” headcount would tabulate and publish
population counts for states only and would not include procedures for coverage-improvement
or statistical adjustment.

Two designs envisioned data collection taking place at two or more separate times during the col-
lection period:

= Two-stage. One-hundred percent (short-form) data collected on Census Day. Sample data would
be collected later in the year.

= Continuous measurement. Ongoing data collection throughout the decade. Minimal data would
be collected in 2000.

46 Administrative records are collected as a result of legal or regulatory requirements or transactions; are a
result of program operations rather than intentional data collection; and are typically collected without regard
to their analytic use.
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The ADAMs helped to determine which research questions from the 14 design alternatives to pur-
sue and how to test them. The subsequent research aided the Y2K Staff in developing its Design
Alternative Recommendations (DARs). Though none of the 14 alternatives alone addressed all con-
cerns, many of them did contain important elements that warranted further study. The research
projects leading up to the creation of the DARs examined such topics as response rate improve-
ment, potential uses of administrative records, methods for dealing with special populations, and
new uses of technology.

The DARs were released initially in May 1993 and later reworked and re-released in July 1993
following public comment. At that point, the Census Bureau published a Federal Register notice
containing the final design assessment criteria—six mandatory and ten desirable.4?” The six man-
datory criteria stipulated that the final census plan would:

= Not require a constitutional amendment.

= Meet data requirements for reapportionment.

= Provide data defined by law and past practice for state redistricting.

= Provide age and race/ethnic data needed to enforce the Voting Rights Act.
= Protect the confidentiality of respondents.

= Include provisions to reduce the differential undercount.

The task force’s research and development program ended in 1995. The task force believed that in
order to have enough time to refine its suggestions into a concrete plan, the research for any sig-
nificant change for Census 2000 needed to be complete and ready for examination in the 1995
Census Test. The results of its investigations into alternative methods for taking a census led the
task force to endorse several means for improving the results of Census 2000. It supported:

= New avenues for greater involvement of stakeholders, such as building partnerships.
= New procedures to reduce the differential undercount, such as simpler forms.

= New uses of technology to capture the data more efficiently.

= Increasing the use of statistical methods to reduce the differential undercount.

= Using new methods for collecting long-form data.

The key question, however, was how effective these changes would be in meeting the Census
Bureau’s goals for Census 2000—increasing response rates, reducing the differential undercount,
and containing costs.

In February 1994, the Y2K Staff issued the “1995 Census Test Design Plan.” The Y2K Staff used
the five new proposed methods for improving census results to create 15 specific proposals that
could be tested and evaluated in the 1995 Census Test.48

The Alternative Designs Program guided the Census Bureau’s early research and development
agenda. It had primary responsibility for directing the selection, design, and evaluation of the
research efforts that were used to determine what form the census redesign should take. The pur-
pose of the 1995 Census Test was to determine how best to implement these designs so that they
would work together as part of an integrated, functioning decennial census design.

47 Federal Register notice from July 20, 1993. Many of these were based on the response to a Federal
Register notice from March 1993, which had solicited public input about the designs and criteria for assessing
them.

48 See also Task Force for Designing the Year 2000 Census and Census-Related Activities for 2001-2009,
“Reinventing the Census: Global Report of the Task Force for Planning the Year 2000 Census,” April 1995.
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Table 2-4.
Fundamental Changes and the 1995 Census Test4®

Major goals
Fundamental changes from 1990 Reduce
differential Reduce
undercount cost
New Uses of Sampling and Estimation
Use sampling and estimation procedures to reduce the differential undercount and the cost
Of the CBNSUS. . o e X X

New Procedures to Count the Undercounted

Use an easy-to-fill-out questionnaire with multiple mail contacts to improve response. ...... X
Use new coverage questions to ensure a complete listing of household members. .........
Mail Spanish-language questionnaires to areas with large concentrations of Spanish-
speaking housSeholds. . . ... ...
Make census questionnaires available at convenient locations for those who did not receive
a questionnaire or believe they were not counted. ........ ... .. ... ... ..
Use special targeted methods to count historically undercounted populations and geographic
ATBAS. .« ottt e e e e s
For counting people with no usual residence, use a method that counts people at the
facilities where homeless people obtain services. .......... ... ... . i
Study various ways that administrative records can be used to identify people who otherwise
would be missed inthe Census. . ... X

X X X X X

New Avenues for Greater Involvement

Develop cooperative ventures with other federal agencies; state, local, American Indian
tribal, and Alaska Native village governments; and private and nonprofit organizations to
form partnerships in taking the census. .......... ... . X X

Evaluate initial efforts to complete and maintain an address list and geographic files in
cooperation with the U.S. Postal Service and state, local, American Indian tribal, and
Alaska Native village governments. ... ... X X

The U.S. Postal Service will identify vacant housing units or mistakes on the address list. . .. X

New Uses of Technology
Develop a new data capture system using electronic imaging. ...................couo... X
Use fully-automated matching to improve census coverage. ...............c.c.eeuuiueenan. X
New Method for Collecting Long-Form Data
Experiment with collecting sample (long-form) data using multiple sample forms. ........... X

THE PLAN FOR CENSUS 2000

On February 28, 1996, at a ceremony in the main hall of the Department of Commerce’s Hoover
Building, key stakeholders and Commerce and Census Bureau officials released, “The Plan for
Census 2000.”5° Special guests invited to present and discuss each of the four main strategies
underlying the plan included Commerce Secretary Ron Brown, Office of Management and Budget
Director Alice Rivlin, Commerce Under Secretary for Economic Affairs Everett Ehrlich, and Census
Bureau Director Martha Farnsworth Riche. To generate interest in, knowledge about, and discus-
sion of plans for Census 2000, ten roll-out presentations were made in the cities throughout the
United States in the following months.5!

Content of the Plan

“The Plan for Census 2000,” as originally presented in 1996, laid out the key objectives and strat-
egies for taking the census. The key objectives were to:

= Make every effort to include every person.

= Implement an open process.

49 “Summary of Objectives for the 1995 Census Test,” prepared by Y2K, March 1994,

50 Bureau of the Census, “The Plan for Census 2000,” a revised version incorporating some suggestions
from several sources was released on April 5, 1996.

51 From April through September 1996, roll-out presentations of the plan were held in Chicago, Los
Angeles, Atlanta, Boston, New York, Seattle, San Francisco, Sacramento, Denver, and Kansas City.

History: Census 2000 Chapter 2: Planning 41

U.S. Census Bureau



= Eliminate the differential undercount.
= Produce a “one-number census.”52

This plan was guided by four key strategies for taking Census 2000: (1) build partnerships at
every stage of the process, (2) keep it simple, (3) use technology intelligently, and (4) use statisti-
cal methods. The use of statistical methods, particularly the increased use of statistical sampling,
generated the most interest and was the most controversial of the four strategies.53 These four
strategies guided the Census Bureau’s development of its plans to conduct Census 2000 and
helped to establish which elements of the plan needed to be further tested.

The first strategy, partnership building at each stage of the process, was an attempt by the
Census Bureau both to increase awareness of the census and to reach population groups that had
been undercounted in prior years. The agency hoped that an effective partnership program would
help reduce the number of missed households and avoid needless duplication of efforts to find
people. The Census Bureau sought to build partnerships with governmental entities at all levels
and community groups, as most of these would have better knowledge of their area’s population
groups. Representatives from these governments and community groups could recommend cor-
rections to the maps and address lists the Census Bureau produced,54 suggest the best locations
for placing forms, and advise on how to advertise to each area’s subpopulations. The Census
Bureau also partnered (as a result of legislation, P.L. 30-430) with the U.S. Postal Service in order
to take advantage of that agency’s address lists; such a partnership would help the Census Bureau
avoid duplicating the postal service’s work and also avoid the costs associated with such duplica-
tion. Finally, the Census Bureau hoped to use contracts with private sector partners to secure such
services as facilities management, advertising and promotion, and human resources.

The second strategy, keeping the census simple for respondents, was intended to increase the
accuracy and reduce the cost of the census by increasing voluntary participation and mailback
response rates. The Census Bureau sought to make its forms easy to read, attractive, and easy to
fill out. To create these new “user-friendly” forms, the Census Bureau believed that it should hire
private marketing experts. Another strategy to make answering the census easier was to initiate
multiple contacts with respondents by sending a notification letter, the census questionnaire, and
a reminder letter. Finally, the Census Bureau proposed increasing the number of ways that people
could respond by making forms available at stores, malls, schools, civic and community centers,
and other places. People also would be able to dial a toll-free number in order to have an addi-
tional questionnaire mailed to them.

The third strategy, using technology intelligently, was intended to make the census faster to pro-
cess, less costly, and more accurate through technological innovation. Technology would reduce
manual data entry errors and prevent double-counting, while also reducing the demand for labor
and decreasing publication costs (by relying on electronic data dissemination). The Census Bureau
would use digital technology to “capture” the data from the completed paper forms, rather than
rely on microfilming and keypunching. Scanning data directly into a computer database, including
handwritten data which would be captured by “intelligent character recognition” software, would
speed the data capture process. In addition, using “matching” software to detect duplicate forms
from the same address would reduce the incidence of double counting. The third main technologi-
cal innovation, “point and click” tabulation, would improve data retrieval and dissemination for
users.

52 The “one-number census” planned for Census 2000 would have been an official count of the population
that integrated results of the conventional counting techniques with results from probability sampling tech-
niques.

>3 The commitment to use statistical methods was modified following the Supreme Court’s January 1999
decision that ruled that Section 195 of Title 13 (the statutory authority for the census) precluded the use of
statistical sampling to produce the apportionment counts.

>4 This process, known as Local Update of Census Addresses (LUCA) program (or the Address List Review
Program), was a partnership program that allowed the Census Bureau to benefit from local knowledge in
developing its master address file (MAF). The LUCA program was made possible by the Census Address List
Improvement Act of 1994 (Public Law 103-430), which authorizes designated representatives of local and
tribal governments to review the MAF and allows the local participants to appeal final Census Bureau
decisions.
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The fourth strategy, using statistical methods, promised to solve the problem of the differential
undercount while reducing the enumeration costs associated with efforts to find the most resis-
tant respondents. Reliance on statistical methods would allow the Census Bureau to reduce the
number of temporary offices and cut the number of enumerators needed for return visits while
producing a “one-number census.” Statistical methods had been used to collect data for several
decades (for example, the long form, and census accuracy checks), but the Census Bureau had not
generated official population figures based on statistical adjustment. While the Census Bureau’s
Director believed that the 1990 census should have been statistically adjusted, the Secretary of
Commerce decided against adjustment.55 As a result of a better understanding of the 1990 popu-
lation data, better planning for Census 2000, the Census Bureau again urged the use of statistical
adjustment in 2000. By conducting a census using traditional methods and comparing those fig-
ures with sample-based estimates, the Census Bureau could then calculate statistically corrected
population totals for each state and for the nation as a whole.56

Cost of the Plan

At the time the plan was announced, the Census Bureau estimated its cost to be $3.9 billion—
nearly $1 billion less than if the 1990 census procedures and methodologies were repeated
($4.8 billion) and if it did not include any planned improvements or sampling.57 The Census
Bureau also projected that the effort to conduct Census 2000 using statistical methods would
reduce the number of “staff years” to 63,718, from a projected 103,034 if 1990 methods were
repeated.58

Reaction to the Plan

Reaction to the plan among technical advisors and the professional statistical community and
media reports covering the regional roll-outs was generally positive. However, there were signifi-
cant criticisms of the plan, particularly from Congress. The central issue concerning the Congress
was the Census Bureau’s proposed use of statistical sampling, including its intention to reduce the
level of nonresponse follow-up. These concerns about sampling ran the gamut from those who
opposed all sampling to those who opposed the specific sampling operations that the Census
Bureau intended to use.

Opposition to Sampling

Some members of Congress believed that the Census Bureau’s plan to use statistical sampling, as
contained in “The Plan For Census 2000,” violated the Constitution and/or the agency’s operating
statute, Title 13, U.S. Code, and opposed any use of sampling to determine the population figures
for apportionment or redistricting.

The day after “The Plan for Census 2000” was presented to the House Government Reform and
Oversight Committee (February 29, 1996), Chairman William Clinger (R-PA) and Representative Bill
Zeliff (R-NH), who chaired the Subcommittee on National Security, International Affairs, and Crimi-
nal Justice (which had jurisdiction over the census), expressed reservations about the use of sam-
pling. Several witnesses spoke out against the plan to use sampling, including three members of
the Wisconsin delegation—Senator Herbert Kohl (D) and Representatives Thomas Barrett (D) and
Thomas Petri (R). Wisconsin would have lost a seat in Congress had the 1990 census been
adjusted. Governor Thomas Ridge (R-PA) registered his opposition to sampling (in written testi-
mony), claiming that as a result of a computing error, his state also would have lost a seat if the
1990 census had been adjusted. Former Census Bureau Director Bruce Chapman, who headed the
agency from 1981 to 1983, also spoke against sampling.

55 Bryant, Moving Power and Money, pp.156-59.

56 In January 1999, the Supreme Court determined that existing laws did not allow for the Census Bureau
to adjust the population figures for apportionment. For more on how this altered the Census Bureau’s plans to
use statistical sampling in Census 2000, see below and Chapter 11, “Legal Issues.”

7 By April 1997, the estimated cost of the census had increased very slightly to $4.0 billion. This increase
came from the fall 1996 decision to control sampling at the census tract level rather than the county level.

8 “The Plan for Census 2000,” p. IV—1.
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Sampling plans were defended by Drs. Charles Schultze and James Trussell, chair and member,
respectively, of the NAS Panel on Census Requirements in the Year 2000 and Beyond. Both had
contributed to the panel’s report, Modernizing the U.S. Census, which had been instrumental in
encouraging the Census Bureau to use sampling methodologies to complete data collection and
adjust the census.

Following this hearing, sampling opponents sought to bar the Census Bureau from pursuing its
plan to use statistical sampling to adjust the census. In June 1996, legislation was introduced that
would have amended Section 141 of Title 13, U.S. Code, to prohibit the use of sampling or other
statistical procedures in determining the state population totals for the purpose of apportion-
ment;59 however, no action was taken on the bill.

In August 1996, the Senate Appropriations Committee filed a report on the FY 1997 Commerce
Department appropriations bill that contained a recommendation to curtail the Census Bureau’s
sampling activities. It stated that the “increase provided here is for activities which will position
the Census Bureau to be ready to move forward with a plan for Census 2000 once one is
approved by Congress. Until then, the committee directs that activities be limited to those which
are critical to this effort, and that no funds be spent on preparation for a plan using statistical
sampling.”6° The full Senate never acted on the Commerce Department’s original appropriations
bill, so this language was not approved by the full Senate. Similar language was not included in
the conference report for the omnibus funding bill that eventually included the FY 1997 appro-
priation for the Commerce Department.

On September 18, 1996, the newly reorganized House Committee on Government Reform and
Oversight adopted, on a 22 to 12 vote, largely along party lines, a freestanding (not associated
with any piece of legislation) report that opposed the Census Bureau’s plans to use sampling in
Census 2000 for purposes of determining the apportionment counts. Concerns raised about sam-
pling in the report, bitterly divided along partisan lines, included the apparent subjectivity of deci-
sions about the methodology, legal uncertainties, undermining of public confidence, accuracy of
small-area data, and the complexity of sampling techniques. The report also included views of the
minority that strongly supported sampling. The minority views stated that “the outright rejection
of sampling and adjustment, without any proposal for achieving the dual charge of Congress of a
more accurate and less expensive census, is untenable.”é!

Concerns about specific sampling proposals for nonresponse follow-up. The Census
Bureau’s plan, announced in February 1996, called for making energetic efforts to count everyone
by mail or telephone. If the mail and telephone enumeration attempts did not reach a 90 percent
completion rate for a county, then census enumerators would conduct personal visits to housing
units until the targeted 90 percent level was reached. After reaching the target, the remaining

10 percent of the housing units and their inhabitants would be enumerated on a sample basis. A
1-in-10 sample of the remaining housing units would be canvassed, and the results would be used
to estimate the number of nonrespondents and their characteristics.

As early as May 1995, concerns had been expressed by members of the Census Bureau’s Race and
Ethnic Advisory Committees (particularly members of the African American Advisory Committee)
that targeting 90 percent completion at the county level would mean that some hard-to-
enumerate areas with large minority populations within counties would reach substantially less
than the 90 percent level. The Census Advisory Committee on the African American Population
recommended that the 90 percent target be set for cities, at least for predominantly African
American communities.é2 Discussions between the Census Bureau and the advisory committees
on this topic continued at the meetings in the fall of 1995.

>9 H.R. 3589, “Census, Title 13 U.S.C., Amendment.”

60 Senate Report 104-353, which accompanied H.R. 3814, “1997 Appropriations for the Departments of
Commerce, Justice, and State, the Judiciary, and Related Agencies” was filed by the Senate Committee on
Appropriations on August 27, 1996.

61 House Report 104-821, “Sampling and Statistical Adjustment in the Decennial Census: Fundamental
Flaws,” was issued by the committee on September 24, 1996.

62 Bureau of the Census, Minutes and Report of Committee Recommendations, Census Advisory Committees
on the African American, American Indian and Alaska Native, Asian and Pacific Islander, and Hispanic Popula-
tions, May 11-12, 1995, p. 92.
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In September 1996, having completed discussions with its advisory committees, the Census
Bureau announced that it would change its plan to target 90 percent completion at the census
tract level, and estimated that this would add about $100 million to the estimated cost of the
census (from $3.9 billion to $4.0 billion).

In May 1996, legislation supporting the census tract-level sampling control was introduced. (See
Chapter 11, “Legal Issues,” for a discussion.)

PRECENSUS 2000 TESTINGS3

The Census Bureau routinely carried out precensus tests of operations and procedures and of
questionnaire content and format. Prompted by concern about the decline in mail response
between the 1970 and 1990 censuses, the Census Bureau began its testing activities for Census
2000 much earlier in the decade than for previous censuses. Earlier testing was needed to allow
time to study major reforms in census questionnaire and mailout design, especially on ways to

increase the willingness and ability of households to respond to the decennial census (see

Table 2-5).
Table 2-5.
Tests for Census 2000
Test Test topic Date
1992 National Census Test I: Mail response rates April 1, 1992

Simplified Questionnaire Test

1992 National Census Test II:
Implementation Test

1993 National Census Test I:
Mail and Telephone Mode Test

1993 Living Situation Survey

1993 National Census Test II:
Appeals and Long-Form Experiment

1993 Administrative Records Follow-on Survey

1993 National Census Test Ill:
Spanish Forms Availability Test

1994 Survey of American Indian and Alaska Native
Government Administrative Records

1994 National Census Test I:
Coverage Test

1994 National Census Test Il

1994 Address System Information Survey

Mail response rates

Impact on participation rate of adding a tele-
phone response option

Within-household coverage

Mail response rates

Use of Administrative Records for follow-up
activities

Impact on mail response of mailing Spanish-
language forms to housing units in targeted
areas

Use of American Indian and Alaska Native
administrative records for coverage improve-
ment

Within-household coverage

Telephone nonresponse follow-up test

Proportion of non-city-style addresses in U.S.
and likelihood of change before 2000

October 1, 1992
April 3, 1993
May 1-

August 6, 1993
July 17, 1993
February and
May 1993

October 23, 1993

1994

January 29, 1994

March 1994

September 1994

63 Additional surveys concerning privacy, administrative records, etc., were conducted by third parties
(colleges, universities, and other data users). These surveys are not discussed in this history, though the
Census Bureau may have consulted the results during its Census 2000 planning.
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Table 2-5.
Tests for Census 2000—Con.

Test Test topic Date

1995 Census Test New uses of sampling and estimation; new | Many components
procedures to reduce the undercount; new throughout 1995
avenues for greater cooperation; new uses of
technology; and new methods for collecting
long-form data

1996 National Content Survey Tested response to race and ethnicity ques-| March—-May, 1996
tions conforming to proposed changes to Direc-
tive No. 15 (including multiracial category)

1996 Race and Ethnic Targeted Test Reporting of more than one race; sequencing June 1996
of race and Hispanic-origin questions; effects
of collecting race, Hispanic origin, and ances-
try information in a combined, two-part ques-
tion; and use of alternative terminology, clas-
sifications, and formats in the race question

1996 Community Census Tested the simplified enumerator question- October 1996
naire (proposed for Census 2000 nonresponse
follow-up operations) and the use of American
Indian administrative records to augment the
Integrated Coverage Measurement (ICM) pro-

cedures
1997 National Census Test Effect of icons and benefit messages on response; Cancelled
questionnaire binding (fold-out and booklet July 1997

short-form); removal of roster on long-form
questionnaire; use of an official and a market-
ing envelope

Census 2000 Dress Rehearsal Tested all operations planned for Census 2000 April-July, 1998

1992 National Census Test 164

The Census 2000 testing cycle began in April 1992 with the National Census Test | (also referred
to as the Simplified Questionnaire Test)—the first in a series of four testsés in the Questionnaire
Simplification Research Program designed to explore ways to improve mail response rates. By
design, these experiments were linked conceptually to one another so that some of their results
could be cumulated across experiments.

The Simplified Questionnaire Test was conducted to determine if form length, respondent-friendly
form construction, a multiple mailing strategy, or requesting social security number would influ-
ence mail response. This test was a mailout/mailback survey consisting of a national sample of
17,000 housing units. The sample was divided equally into two strata: a hard-to-enumerate stra-
tum, consisting of the reporting areas of the 67 district offices with the lowest mail-response rates
in 1990, and a stratum of the rest of the United States with higher response rates. Each stratum
had five panels, reflecting the four treatments plus one control panel (the 1990 short-form ques-
tionnaire). There was no field follow-up of nonresponding households.

The Simplified Questionnaire Test included multiple mail contacts with respondents, an approach
that had been shown in previous research to boost response. In addition to the mailout question-
naire, all households received an advance notice letter a few days before the mailout advising
them that their census form would be sent soon, followed by the questionnaire, and then a thank
you/reminder postcard a few days later which thanked respondents for returning their census
form and reminded those who had not returned the form to do so. Three weeks after the initial
questionnaire mailout, nonresponding households were sent a replacement questionnaire.

64 Susan Miskura, “The 1992 National Census Test (SQT) Project Overview,” December 10, 1991.
65 The four tests were the Simplified Questionnaire Test (spring 1992), the Implementation Test (fall 1992),
the Mail and Telephone Mode Test (spring 1993), and the Appeals and Long-Form Experiment (summer 1993).
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There were five short-form questionnaires—one control form (the 1990 census form updated to
1992) and four experimental forms of various lengths. The experimental questionnaires all incor-
porated respondent-friendly design features, including a larger, easier-to-read font (compared with
the 1990 census forms); strong visual contrast (using color and shading) between the questions
and answer boxes to make it easier to identify the correct space in which to write the answer;

a clear set of instructions printed directly on the form instead of in a separate guide; and a ques-
tionnaire that grouped all questions for one person together in one space instead of in the row-
column format that had been used in many previous censuses.

The mail completion rate was used in this study to measure mail response. This term is defined as
the number of questionnaires returned by mail divided by the number of questionnaires mailed
out minus the postmaster returns for undeliverable questionnaires. The completion rate does not
imply anything about the number of questions answered or left blank on the form. This test found
that:

= Asking fewer questions improved mail completion rates nationally and in areas that had higher
response rates in 1990, but did not improve rates for areas that experienced low response in
1990.

= Using a respondent-friendly form improved completion rates nationally and for low response
areas, but had no significant effect on the rates for higher response areas.

= The combination of fewer questions and a respondent-friendly form improved completion rates
for all areas.

= The form that asked respondents for their social security number had a lower completion rate
than the similar form without the question at the national level and in low response areas.

= Sending a replacement questionnaire raised completion rates for all areas and for all form
versions.

The 1992 Simplified Questionnaire Test results suggested that response rates could be improved
by using a coordinated mail treatment strategy that increased the number of mail contacts with
respondents. Since the same contacts were used for all Simplified Questionnaire Test treatments,
the effects of the individual factors could not be evaluated.

1992 National Census Test II66

The 1992 National Census Test Il, or Implementation Test, was conducted in fall 1992 to assess
the relative contributions to mail-response rates of components of a mail implementation strategy.
This test was designed to assess the effects on mail response of two mail components—an
advance notice letter and a thank you/reminder postcard. Also included in the test design was a
test for the effect of including a stamped return envelope (versus a business reply) with the mail-
out questionnaire. The performance of these three variables on mail response would be measured
singly and in combination.

The Implementation Test was a mailout/mailback national sample survey of 50,000 housing units.
As had been done during the Simplified Questionnaire Test, the sample was divided evenly
between two strata consisting of low response and high response areas in the 1990 census.
Within each stratum, the sample was allocated equally to eight panels reflecting all possible com-
binations of the three test components: none (control), advance notice letter only, stamped return
envelope only, reminder postcard only, letter plus stamped return, stamped return plus reminder,
letter plus reminder, and letter plus stamped return plus reminder. No nonresponse follow-up
operation was conducted for this test.

The Implementation Test used a respondent-friendly short-form questionnaire that had been used
in the Simplified Questionnaire Test. The same questionnaire was used in each of the eight mailing
options. No replacement questionnaire was used in this test so that its effects could be compared

6 John H. Thompson, U.S. Census Bureau, “Evaluation Plan of the Implementation Test (IT),” September 14,
1992.
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with the results from the Simplified Questionnaire Test, which did have the replacement (as well
as the notification letter and reminder postcard). This procedure allowed the Census Bureau to iso-
late the effects that a replacement questionnaire would have on completion rates.

Conclusions drawn from the Implementation Test included:

= Both the advance notice letter and reminder postcard used individually improved mail comple-
tion rates at the national level as well as in the 1990 high and low response areas. No signifi-
cant improvements were noted for the stamped return envelope at either the national or stra-
tum level.

= Respondents receiving the advance notice letter and reminder postcard displayed higher
completion rates than those receiving only the letter or the reminder.

= The replacement questionnaire improved completion rates nationally and in both the high and
low response areas. Completion rates for the Implementation Test panel that used the same
questionnaire version and mail components (excepting the replacement questionnaire) were sig-
nificantly lower than those for the Simplified Questionnaire Test.

1993 National Census Test 167

The 1993 National Census Test I, or Mail and Telephone Mode Test, was conducted in the spring
to determine whether response rates could be increased by offering the telephone as a response
option in addition to the traditional mail questionnaire. This test was prompted by the decline in
census response rates, the increasing costs of conducting personal interviews for nonresponse
follow-up, and the desire to be responsive to the growing interest in alternative methods for
responding to the census. This test had three primary objectives: (1) to assess the public’s prefer-
ence for responding to a national census test by mail or telephone, (2) to determine whether over-
all response rates could be improved by offering a telephone option as a response mode, and

(3) to measure the effect on the quality of responses when submitted by telephone.

The test was a national sample survey of 21,500 housing units. As with the Simplified Question-
naire Test and the Implementation Test, the Mail and Telephone Mode Test sample was divided
into two strata: one consisting of households from low mail-response areas to the 1990 census
and the second consisting of households from higher response areas. The two strata were allo-
cated evenly among five treatment groups. A user-friendly short-form questionnaire (with the
same content as the 1990 census short-form) used in the Simplified Questionnaire Test was used
for all five panels. Each of the groups also received an advance notice letter, an initial question-
naire, and a reminder postcard. Three groups also received a targeted replacement questionnaire
for nonresponding households. Panel 1 served as the control and was not offered the telephone
response option. Panel 2 was invited to respond by telephone on one mail component (the
reminder card); panel 3 had the option to use the telephone on two components; panel 4 had the
option on three components; and panel 5 had the option for all four mailing components. The test
did not have a nonresponse follow-up operation. A mailout/mailback or telephone-response meth-
odology was used to collect the data. Telephone responses via a toll-free number were handled at
the Census Bureau’s Tucson, AZ, Telephone Center, with census interviewers using computer-
assisted telephone interviewing (CATI) technology.

The main conclusions of this study were:

= Offering the option to respond by telephone did not improve response rates. It appeared that
people who would have responded by mail simply substituted the telephone as a response
mode.

= Although overall response was not increased, people who chose to respond by telephone had a
lower item-nonresponse rate on average than those who responded by mail, possibly because
of the interaction with a trained interviewer who could provide assistance in completing the

67 Kirsten West, U.S. Census Bureau, “1993 National Census Test: Mail and Telephone Mode Response
Evaluation Final Report,” July 21, 1993.
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questionnaire. However, questions on monthly rent and value of home had higher item-
nonresponse rates, possibly because some respondents may have been hesitant to provide
information perceived as sensitive in a telephone interview.

= When offered the choice of responding by mail or by telephone, most respondents preferred
mail.

1993 Living Situation Surveys6s

The 1993 Living Situation Survey was conducted between May and August as part of a larger pro-
gram to investigate within-household coverage gains that might be obtained by simplifying the
census residence rules and redesigning the household roster. The decennial census enumerated
individuals at their usual residence, which was defined as the place where they lived and slept
most of the time. To help respondents determine where they should be counted, especially those
who lived in unusual living arrangements, the Census Bureau developed a set of residence rules.
Guidelines based on the residence rules were placed on the census questionnaire to aid respon-
dents in completing the household roster. The Living Situation Survey was designed to help the
Census Bureau develop better household roster and screener questions and to help detect people
who otherwise would be missed due to respondent confusion over whom to include in the house-
hold. The results were intended to help the Census Bureau improve coverage of undercounted
populations, particularly minorities and renters.

The survey contained 13 additional roster questions and was designed to identify as many indi-
viduals connected to an address as possible. Respondents were asked to list individuals who
stayed in the household the previous night, lived there but did not stay the previous night, and
lived or stayed there during the 3- to 4-month reference period but had moved out. They also
were asked to list people who ate there frequently, had a key, contributed money to the house-
hold, received mail or telephone messages, and so forth (even if such people did not stay at the
household overnight during the reference period). Household respondents also were asked
whether people on the roster were “usual residents” or “not usual residents.”

The Living Situation Survey was designed to examine the extent to which people lived at more
than one residence, had no permanent residence, or experienced temporary mobility into and out
of a residence, and to detect other situations that might result in complex and irregular household
structures. Unusual living situations, such as these, have led respondents to make errors when
trying to apply the residence rules. As a result, people have been associated with the wrong
address or missed completely, leading to enumeration errors and undercoverage.

The Living Situation Survey was conducted for the Census Bureau by the Research Triangle
Institute. The survey used a national sample of 1,000 households, with oversampling of minority
populations and renters. Data were collected at both the household and individual levels through
personal and telephone interviews. At the household level, respondents answered 13 questions to
provide an inclusive roster of persons who were present at the address during the reference
period (varying between 2 and 3 months). Individual interviews were conducted with all persons
in 10 percent of the households in the survey. In addition, selected individuals in other house-
holds were interviewed to determine their status. These extra interviews targeted people identi-
fied as having a greater-than-casual attachment to the household but who stayed away for 8 or
more nights during the reference period, college students, and those without a usual residence.
In all, about 1,200 individual interviews were completed.

Three related questionnaires were developed for the Living Situation Survey; two for households
and one for individuals. One household questionnaire contained the 13 roster questions and sev-
eral others designed to determine a household respondent’s personal definition of usual resi-
dence, household membership, and permanent address. The second household questionnaire
included questions about an individual’s connection with other residences, names and types of

68 Elizabeth M. Sweet, U.S. Census Bureau, “Roster Research from the Living Situation Survey,” March 1994.
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places stayed overnight, and reasons for leaving. The individual-level questionnaire asked respon-
dents for their place(s) of residence for the previous 3 months and their assessment of which
place, if any, they considered to be their primary place of attachment.

The primary findings of the Living Situation Survey were:

= The first two roster questions, “Who stayed here last night?” and “Who lives here but didn’t stay
here last night?,” identified nearly all of the usual residents. However, these queries also identi-
fied persons who were not usual residents. To use these questions for their maximum benefit
the Census Bureau would need to add a “screener” question to prevent respondents from
including persons on the roster in violation of census residence rules.

= The other 11 supplemental questions identified a very small proportion of usual residents but
did find a large number of persons who were not usual residents.

= Analysis of verbatim responses from individual interviews indicated that people associated the
term “live” with the words “permanent” and “home,” while they associated the word “stay” with
the words “temporary” and “not home.” The terms “usual residence” and “household” were not
used naturally by respondents even when these terms were defined repeatedly throughout the
interview.

= If census residence terms and categories are not changed, the Census Bureau will have to find a
way to bridge the gap between the Census Bureau’s terms and categories and those used natu-
rally by respondents.

1993 National Census Test 1162

The 1993 National Census Test I, or the Appeals and Long-Form Experiment, was conducted in
July and was the culminating experiment in the series of four tests to study ways to improve mail
response. The experiment was divided into two parts to study two different issues. The first com-
ponent, which used a short-form questionnaire, tested the effectiveness of two types of motiva-
tional appeals that urged respondents to participate. The second component, which used the
long-form questionnaire, tested alternative respondent-friendly designs.

The 1993 National Census Test Il was a mailout/mailback survey of a sample of 45,000 housing
units nationwide. As in the previous three tests, the sample was divided evenly between two
strata consisting of low response areas and high response areas from the 1990 census. There was
no field follow-up for nonresponse. Each stratum was divided into nine treatment groups, six for
the appeals portion of the test, and three for the long-form portion. All treatment groups received
the full mail implementation strategy—an advance notice letter, initial questionnaire, reminder
postcard, and a replacement questionnaire for nonrespondents to the initial form.

The appeals portion of the test, like the previous three tests, studied ways to increase the
response rate by using variations of the short form. The test’s objective was to compare the
response rates elicited by two different appeals. The first emphasized the mandatory nature of the
census, while the second emphasized the benefits of the census and its confidentiality. This short-
form appeals component of the test consisted of one control and five experimental treatment
groups. The questionnaires used the two basic appeals (mandatory versus benefits), both singu-
larly and in combination, and employed two different confidentiality assurances (regular versus
strong). The mandatory appeal emphasized the statutory requirement for completing and return-
ing the questionnaire, while the benefits appeal described the important uses of the census. The
confidentiality statement comparisons included the standard version and a longer, more emphatic
version. The various messages were placed either on the outgoing envelope of the questionnaire
mailing package or as a separate insert within the mailing package. The control had no mandatory
message on the envelope and did not include an insert. All six panels, including the control, used
a version of the respondent-friendly short form tested in the Simplified Questionnaire Test.

%9 James B. Treat, U.S. Census Bureau, “1993 National Census Test Appeals and Long-Form Experiment
Appeals or Short-Form Component: Final Report,” October 1993.
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The long-form component of the test was designed to study the relative response rates for two
different structural options—a separate, individual space answer format versus a row-column
answer format. This test used three response groups, one control and two experimental, each of
which received a different questionnaire. The first experimental questionnaire grouped all ques-
tions for each household member in one space, which had been found effective for past short
forms. The other experimental design enhanced the traditional “row-column” answer format by
placing the questions vertically down the left hand side of the page and the names of household
members horizontally across the top.

All treatment groups in the long-form component shared the same 1990 census content; however,
the control group used the 1990 census design, while the experimental questionnaires incorpo-
rated various respondent-friendly design/layout features that had improved response in earlier
tests using short forms.

The Appeals and Long-Form Experiment found that:

= Placing the message, “Your Response is Required By Law” on the outgoing envelope improved
completion rates at the national level and in both the 1990 census high and low response areas.

= |n contrast, neither the full benefits message nor varying the confidentiality emphasis showed
any measurable improvement in completion rates.

= Using the individual space design resulted in significant improvement in completion rates over-
all and in the 1990 higher response areas. However, the forms with this design had a greater
incidence of nonresponse to the housing items located in the back section of the questionnaire
that were to be answered once per household. Over 10 percent of the individual space long
forms had no entries in the housing section, compared with only 1 percent for the control long
form.

1993 Administrative Records Follow-On Survey7°

The 1993 Administrative Records Follow-On Survey was conducted in Godfrey, IL, in February
1993, and South Tucson, AZ, in May 1993 following special censuses taken at each location. This
test was designed to assess the feasibility of using administrative records files in conjunction with
enumeration records to measure overlaps and improve coverage. The test also provided

Census Bureau personnel with the experience they would need had the agency decided to use
administrative records on a national scale.

For the first test in Godfrey, IL, the Census Bureau used voter registration records, school records,
and (on a limited basis) the town’s tax assessment records.?! The later South Tucson, AZ, test
added the U.S. West Marketing Resource Database, the Arizona Aging and Adult Administration
Home and Community Database file, and the Southwest Gas Company customer account file.72

Following completion of each special census, the Census Bureau matched administrative records

to census returns to determine if coverage and content gain could be achieved using the adminis-
trative records files. Questionnaires from the two special censuses were computer-matched, pair-

ing administrative records to a returned questionnaire.

In Godfrey, IL, computer matching was able to pair 15,764 of the16,271 questionnaires to admin-
istrative records. In South Tucson, AZ, 5,127 of the 5,702 returned questionnaires were matched
to administrative records. Entries within the administrative records that could not be matched by

70 Robert D. Tortora, U.S. Census Bureau, “Special Census/Administrative Records Test for Godfrey, lllinois,”
August 7, 1992.

71 The Census Bureau initially planned to use food stamp recipient records following deliberations with the
Food and Nutritional Service. Although privacy issues were resolved, the Census Bureau did not receive per-
mission to use the records in time for the Godfrey, IL, test.

72 For the South Tucson, AZ, test, two types of administrative records were used. “Person-based” records
(i.e., the voter registration, Tucson Unified School District enrollment, and U.S. West Marketing Resource files)
specifically named a resident within the administrative records. The remaining records (i.e., the Southwest Gas
Company customer account, U.S. West Marketing Resource Database, and the Pima County tax assessment list)
provided addresses within South Tucson’s city limits to determine if housing units were absent from the
Census Bureau’s own address list.
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computer were reviewed manually by clerks. Entries from the administrative records that could
not be matched to a questionnaire by machine or by manual review were deemed as candidates
for potential coverage gain, for which a sample was chosen for follow-up evaluation.

Follow-up evaluation did not necessarily result in increased coverage; however, additions that
were substantiated by personal visits indicated that the potential for a substantial coverage gain
could be achieved (as demonstrated in Godfrey and South Tucson) if replicated on a national scale.

Despite the potential for increasing coverage, several stumbling blocks were identified following
the survey. Use of administrative records may increase coverage of hard-to-count populations, but
their use may also overcount census participants with more than one personal identifier (i.e., John
Doe and J. Doe). Nationally this problem would be compounded—the undercount of some popula-
tions would decrease, but other populations would be overcounted, especially among census par-
ticipants owning property at more than one address.

The Administrative Records Follow-On Survey also demonstrated that administrative records did
not always account for all additions and deletions to the population and number of housing units.
During personal follow-up visits in South Tucson, field staff found additional housing units and
individuals who were missing from both the census address list and the administrative records.
In such instances, administrative records would not directly improve census coverage, but might
assist in targeting areas that need special attention by field staff during follow-up operations.

1993 National Census Test III73

Language was identified as a major barrier to enumeration in the 1990 census for a number of
population groups. The 1993 National Census Test Ill, also called the Spanish Forms Availability
Test, was conducted in October to study ways to improve census mailback response by targeting
areas with a significant concentration of non-English speaking Hispanics. (In the 1980 and 1990
censuses, Spanish-language questionnaires were available to respondents who called and
requested them and at Questionnaire Assistance Centers, but they had never been included as
part of the initial mailout.)

The Spanish Forms Availability Test was a mailout/mailback survey of 24,000 housing units and
the sample was divided into two strata. The first stratum consisted of areas of the country in
which 15 to 30 percent of the households were linguistically isolated and Spanish-speaking.74 The
second stratum consisted of areas in which more than 30 percent of the housing units were lin-
guistically isolated and Spanish-speaking.

Each stratum was divided into three treatment groups: a control (respondents were mailed an
English-language questionnaire only), dual (respondents were mailed both an English-language
questionnaire and a Spanish-language questionnaire), and bilingual (respondents were mailed one
questionnaire with Spanish and English back-to-back). All groups received an advance notice let-
ter, initial questionnaire package, reminder postcard, and a replacement questionnaire to nonre-
sponding households.

A telephone debriefing interview was conducted with a sample of persons who returned a form to
assess the reaction of Hispanics and non-Hispanics to receiving a Spanish-language form. In all,
3,402 interviews were completed between October and December 1993.

The Spanish Forms Availability Test mailout survey found that:

= Mailing a Spanish-language questionnaire (whether as a separate or a bilingual form) signifi-
cantly improved mail completion rates to the targeted areas in which 30 percent or more of the
housing units were classified as linguistically isolated, Spanish-speaking. There was no evi-
dence that inclusion of the Spanish-language questionnaire improved mail response in the other
test areas.

73 Manuel de la Puente and Peter Wobus, U.S. Census Bureau, “Final Report of Results from Item
Nonresponse Analysis for the Spanish Language Forms Availability Test,” February 1995.

74 For this test, a linguistically isolated household was defined from 1990 census records as one in which
Spanish was spoken and none of the residents age 14 or over spoke only English or spoke English very well.
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= Neither of the two Spanish-language experimental treatments—the bilingual form or the dual
form—significantly outperformed the other in improving mail response.

The telephone debriefing interview found that about 48 percent of Hispanic interviewees said that
receiving a Spanish-language form was a “good idea” or said that they “did not think anything of
it,” versus 38 percent of non-Hispanic interviewees. However, 12 percent of non-Hispanics said
that it was a “bad idea,” compared with 1.3 percent of Hispanics.

1994 Survey of American Indian and Alaska Native Government Administrative
Records

The 1994 Survey of American Indian and Alaska Native Government Administrative Records was
developed to determine if use of the records maintained by the American Indian and Alaska Native
governments could increase coverage in Census 2000.

A pretest was conducted prior to this survey in May 1994. The Census Bureau chose a number of

tribal governments to participate in the pretest, based on the size of their American Indian/Alaska
Native populations, geographic location, known use of computerized record keeping, and the type
of government body (traditional government or Alaska Native Regional Corporations). The pretest
was undertaken to:

= Determine if the questionnaire was clear.

= Determine if any of the questions placed an undue burden on respondents.

= Estimate item refusal rates.

= Determine the length of time required to complete and mail back the questionnaire booklet.

Following the pretest, 569 survey of American Indian and Alaska Native questionnaire packets
were mailed on September 26, 1994. These packets included the questionnaire, a personalized
cover letter addressed to each tribal leader, and an enclosure providing answers to questions con-
cerning the study.

A follow-up of nonrespondent governments was made November 1, 1994. Follow-up mailings
were sent both to tribal leaders and enrollment offices. The Census Bureau selected governments
to receive follow-up mailings based upon each tribe’s interest in having its administrative records
used for improving census coverage, the regional location of the tribal governments, and the
number of members represented by the tribe’s government. Governments that had not responded
to the initial mailout or follow-up by November 18, 1994, received a telephone call.

In all, 234 questionnaires (40.4 percent) were returned. The response rate for the lower 48 states
(49.8 percent) was higher than that for Alaska (27.6 percent). Response rates increased according
to the size of the tribe’s enrollment. American Indian and Alaska Native governments representing
5,000 or more members had an average response rate of 83.8 percent. Governments representing
500 members or less had an average response rate of 44.4 percent. Responses from Alaska Native
governments averaged 57.1 percent for the largest governments and 24.2 percent for the
smallest.

Of the 234 returned questionnaires, 226 tribal governments (97 percent) maintained some form
of tribal enrollment record. Approximately three-quarters of these records were stored within
computer-based record-keeping systems. The survey found that 85 percent of the tribal govern-
ments included both member residents and member nonresidents on their tribal rolls; less than
5 percent limited their recording to resident members.

The majority of tribal governments reported that they had updated their tribal enrollment records.
Seventy-five percent stated that updates were made when changes were reported. A small number
reported that their records were updated on a monthly or annual basis, while others updated their
records at some other frequency.

The Census Bureau determined that the addresses contained in the computerized tribal enroll-
ment records of the American Indian and Alaska Native governments could increase census cover-
age for Census 2000. However, the lack of computerized records for 40 percent of the American
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Indian and Alaska Native populations living on reservations or trust lands could prove to be a seri-
ous drawback. Although respondents reported that some effort was made to update tribal
records, the findings lacked an evaluation of the completeness, accuracy, or timeliness of the
data. If the records were determined to be useful for increasing Census 2000 coverage, the
Census Bureau would need to obtain the cooperation of the tribal governments. In the past, such
arrangements with tribal governments have proven both costly and time-consuming.

Because the use of tribal records was viewed as a valuable tool for more accurately counting
American Indian and Alaska Native populations, the Census Bureau proposed several actions to
determine the usefulness of these records for Census 2000. These proposals (many of which were
tested in the 1996 Community Census) included:

= Selecting one or more of the larger tribes that did not have computerized records to discuss the
feasibility of computerization.

= Visiting a sample of tribes to help learn what they meant by “updating” and develop some
understanding of the difficulties involved in collecting tribal-roll data.

= Investigating the desirability and feasibility of a program through which the Census Bureau
would set a deadline for each participating tribal group to commit to updating its tribal rolls.
This investigation would include determining the resources and funding necessary for updating
and assessing the extent to which the Census Bureau would participate in the project.

= Exploring the quality of the information on the tribal rolls.

= Exploring the desirability and feasibility of providing the properly sorted tribal records to the
census processing sites for use in matching once the questionnaires were received from local
offices.

= Enlisting the tribal officials and others who were responsible for completion of the survey ques-
tionnaire as a “body of experts.” This group could be asked to react to proposals, provide
insights on proposed activities, and in the process, develop a working relationship with Census
Bureau staff.

= Considering conducting a test census involving a limited number of tribes that would utilize
tribal records to improve coverage.

1994 National Census Test 175

The 1994 National Census Test I, or Coverage Test, was conducted in January 1994 to identify a
household rostering method that would maximize within-household coverage and minimize enu-
meration error. It focused on inadvertent respondent roster errors that stem from the respondents’
misunderstanding the residence rules and thus erroneously including or excluding some house-
hold members.

The Coverage Test was a mailout/mailback national sample survey of 44,000 housing units. Like
the Simplified Questionnaire Test, Implementation Test, Mail and Telephone Mode Test, and
Appeals and Long-Form Experiment, the Coverage Test sample was divided evenly between two
strata consisting of low-response areas and high-response areas in the 1990 census. Within each
stratum, the sample was allocated equally to two panels, reflecting the two experimental treat-
ments. All housing units received an advance notice letter, initial questionnaire, and reminder
postcard; nonrespondents to the initial form also received a replacement questionnaire.

A subset of 18,200 responding housing units received a telephone follow-up reinterview, which
identified respondent roster errors and facilitated the comparison between panels of gross cover-
age error (that is, the sum of people erroneously included in and those erroneously excluded from
the household).

75 U.S. Census Bureau, “1994 National Census Test Overview,” October 1993.
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Two experimental forms were developed for the Coverage Test, one for each panel. The first form
used the 1990 census rostering approach with minor content and format modifications. The sec-
ond form tested an extended roster method by expanding the boundaries of who should be
included. To identify people counted at the residence because of the less restrictive rostering
approach, four screener questions were added to determine who should not be counted, rather
than allowing the respondent to make this determination.

The Coverage Test found that:

= Both forms had small gross error rates, indicating that both were effective in producing an accu-
rate roster.

= There was no significant difference between the two panels in gross error rates, average house-
hold size, and the average number of residents obtained from the initial roster question.

= Both the coverage questions on the modified 1990 form and the roster probes on the extended
roster form produced high rates of misclassification of residence status and would need revi-
sion if they were to be tested further.

1994 National Census Test II76

The 1994 National Census Test 1177 was conducted in March to study telephone enumeration of
nonrespondent households. Telephone interviews were conducted with a sample of honrespon-
dents to the 1994 National Census Test | (Coverage Test) mail questionnaire. Nonrespondents’
addresses from the Coverage Test were submitted to a vendor to obtain telephone numbers, and
the inhabitants of a sample of these housing units were given a telephone interview.

During the 1990 census, data collection from nonrespondents was conducted primarily by per-
sonal visit—a costly and labor intensive operation that presented challenges in hiring, training,
and control. The 1994 National Census Test Il sought to determine if telephone enumeration was
effective, thus allowing more flexibility in the nonresponse follow-up implementation strategy.

The results of the 1994 National Census Test Il were as follows:

= An estimated 48 percent of nonresponse cases for which a telephone number was obtained
completed a questionnaire by telephone interview.

= The sample for the test was allocated among two strata—high and low coverage areas. There
was not a significant difference in the percentage of completed interviews between strata; how-
ever, there was a significant difference in the percentage of refusals, disconnected telephone
numbers, and language problems. The high coverage strata had a higher refusal rate, but the
low coverage strata had a higher percentage of disconnected telephone numbers and language
problems.

= A telephone number was obtained for 18.4 percent of the nonresponse addresses from the
1994 National Census Test | (Coverage Test). For the high coverage and low coverage strata, a
telephone number was obtained for 26.6 percent and 17.6 percent of nonresponse addresses,
respectively.

= The refusal rate (calculated using refusals plus completed interviews as the base) was estimated
at 31.2 percent in the high coverage strata and 24.6 percent in the low coverage strata.

76 Kent Wurdeman, U.S. Census Bureau, “National Census Test Il Final Evaluation Report,” June 1994.

77 The test originally was considered phase two of the Telephone Matching Study. Phase one addressed the
issues of availability and accuracy of the telephone numbers in vendors’ files. For phase one, 135,000
addresses were sent to a commercial vendor (MetroNet) to obtain telephone numbers for the addresses that
matched to their file. The addresses represented a sample of housing units on the 1990 census address file
that were included in previous national census tests (the Simplified Questionnaire Test, the Implementation
Test, the Appeals and Long-Form Experiment, and the Mail and Telephone Mode Test). A subsample of
addresses with telephone numbers was selected and a brief telephone interview was conducted to verify the
accuracy of the telephone number provided for the address. For more information, see Kent Wurdeman,

U.S. Census Bureau, “Telephone Matching Study: Final Evaluation Report,” DSSD 2000 Census Memorandum
Series, #E-83, May 2, 1994.
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= The item nonresponse rate was negligible for all items except the “tenure question” in the low
coverage strata. About 4 percent of the respondents in the low coverage strata were unable to
answer this question.

1994 Address System Information Survey

The 1994 Address System Information Survey was conducted in September 1994, to determine
the prevalence of non-city-style addresses throughout the nation and the likelihood that these
addresses might be converted to city-style addresses prior to Census 2000.78 Current information
on the extent of non-city-style addresses and the timing of their expected conversion was needed
to determine how to handle these addresses in the Census 2000 master address file. Non-city-
style addresses presented problems in past censuses as many of them were difficult to locate and
required more time for follow-up operations. (Since the 1990 census, many areas converted to
city-style addresses to support local Enhanced 911 emergency programs and to facilitate mail
delivery.)

The Address System Information Survey was a telephone survey of government personnel in
counties—and minor civil divisions (MCDs) in the New England states, Pennsylvania, and
Michigan—in which fewer than 95 percent of residential addresses were city-style addresses.
The universe encompassed approximately 4,300 counties and MCDs. For purposes of analysis,
the MCDs were combined into their county entities.

The telephone survey form was a single page that asked for information about the extent of city-
style addresses in the government’s jurisdiction. If the government official indicated that some or
all of the jurisdiction contained non-city-style addresses, he/she was asked if there were any con-
version plans to city-style addresses and the time frame for establishing such a system.

The Address System Information Survey revealed that:

= |In September 1993, 41 percent of all counties in the survey universe had city-style addresses
for at least 95 percent of their residential addresses.

= Countywide city-style addresses were expected to be in place in 73 percent of all counties in
1997 and 78 percent of all counties in 1999.

1995 CENSUS TEST

While the tests that the Census Bureau conducted between 1992 and 1994 were used to under-
stand the effects of individual changes to the census questionnaires, the agency still needed to
determine how each of the changes would work in aggregate. The 1995 Census Test allowed the
Census Bureau to integrate its plans to introduce: (1) new uses of sampling and estimation;

(2) new procedures to reduce the undercount; (3) new avenues for greater cooperation; (4) new
uses of technology; and (5) new methods for collecting long-form data (see Table 2-4).

These five categories of change were based on the Census Bureau’s basic strategies for conduct-
ing Census 2000. These strategies (building partnerships, simplifying forms and response proce-
dures, using technology intelligently, and increasing the use of statistical methods) were at the
center of its efforts to redesign the census.

Four sites (three urban and one rural) were initially proposed for the 1995 Census Test. Of these
four, three were chosen:79 Oakland, CA; Patterson, NJ; and a grouping of six parishes—De Soto,
Red River, Bienvielle, Jackson, Natchitoches, and Winn—in northwest Louisiana.

These sites were chosen based on the goals of the test, budgetary considerations, and site-

specific criteria including the mixture of minority groups in the area and the type of mail delivery
(city-style delivery versus non-city-style). These and other characteristics were associated with the
differential undercount. All sites shared the common thread of having poor mail response rates in

78 Non-city-style addresses are those with no house number or street name, such as rural route/box num-
ber, post office box number, and general delivery addresses.

79 New Haven, CT, was proposed as a third urban site, but dropped due to budgetary constraints before the
test began.
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the 1990 Census. Table 2-6 summarizes several of the significant characteristics of the sites

selected for the 1995 Census Test.

Table 2-6.

Values of Selected Variables Used to Choose Urban and Rural Sites for the

1995 Census Test

Criteria Urban sites Rural sites
50,000 (Oakland, CA)
Total housing units ................ .. ... ... 175,000 (Patterson, NJ) 50,000

Racial/Ethnic population:
Black ...
Hispanic ...
Asian/Pacific Islander . ........... ... ... ...
American Indian/Alaska Native*....................
Multi-unit structures (with a predominance of structures
with 2-9 housing units) .......... ... ... ... ... ... ..
Poverty status .......... ..
Responserate............. ... .. ..
Rentalunits.............. ... ... ... ...

15% or more
12% or more
4% or more

37% or more
13.1% or more
63% or less
38% or more

6% or more
3% or more
1% or more

7% or more
13.1% or more
63% or less
16% or more

* No criteria are shown for the American Indian/Alaska Native populations because the Census Bureau planned to

refine the design of the Census 2000 plan for these populations after the 1995 Census Test.

New Sampling and Estimation Procedures

The 1995 Census Test studied the use of sampling and estimation procedures to reduce the differ-
ential undercount and the cost of the census. The test compared housing unit and block samples
using statistical techniques and administrative records to reduce the differential undercount. It
also estimated the number and types of persons missed by the enumeration at the time census
operations were underway, enabling the Census Bureau to identify methods for increasing cover-

age and reducing costs.

The Census Bureau also evaluated two alternative sampling methods for enumerating the nonre-
sponse universe, “truncation” and “direct” sampling. Truncation was a procedure by which the
Census Bureau chose a minimum response threshold that it would reach through a combination of
mail returns and (if necessary) follow-up operations. Once the threshold level was met, a sample
would be taken from the universe of the remaining nonrespondents and would be used to estab-
lish an estimate of the number of nonresponding households. For the 1995 Test, the Census
Bureau established a threshold of 90 percent, and sampled the remaining nonrespondents at a

rate of 1-in-10.

For direct sampling, on the other hand, the Census Bureau allowed respondents a specific amount
of time to respond. After the cut-off date for the mailout/mailback phase, a sample of the nonre-
sponding universe was selected for enumerator follow-up. The Census Bureau selected enough
units in each county to reach a 90 percent response rate.

Analysis of the test results supported the use of a housing-unit sample (rather than a block
sample) design for nonresponse follow-up (with oversampling of long forms to ensure content

quality) for the following reasons:

= There was no evident difference in coverage or the quality of estimates between the two

methods.

= At lower levels of geography, the use of the block as the sampling unit resulted in a sampling

error rate that was three times greater than that for the housing unit design.

= There was no projected cost difference between the truncated and direct sampling designs.

= For the direct sampling design, the cost of using a housing unit sample was about 6 percent

more than a comparable block unit sample.

= The housing unit design resulted in a lower sampling error rate at lower levels of aggregation.
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The 1995 Census Test results suggested that direct sampling would be preferable to the trunca-
tion method for enumerating the nonresponse universe (with oversampling of long forms to pro-
tect content data quality) because:

= Field data collection costs were significantly higher for truncation with a 90 percent threshold
than for other methods. Costs for a 70 percent truncation, direct sampling with no long-form
oversampling, and direct sampling with long-form oversampling were all relatively comparable.

= Direct sampling and truncation methods yielded comparably reliable measures, both at the tract
and site levels.

= Field data collection management can be more easily controlled and implemented using direct
sampling. Truncation is more difficult to manage since it splits nonresponse follow-up into two
separate operations.

Sampling and estimation to correct for net-coverage error. The Census Bureau has used
coverage measurement surveys to evaluate the accuracy of population figures since the 1950 cen-
sus. However, integrating data from the coverage evaluation program into the calculation of cen-
sus population counts was first accomplished during the 1995 Census Test. Agency officials were
concerned about integrating coverage measurement into Census 2000, because it was not clear it
could be completed by the December 31 deadline for delivering apportionment counts to the
President. This test included the implementation and evaluation of the Census Bureau’s Integrated
Coverage Measurement (ICM) process.80

The 1995 Census Test compared two basic estimation methods for integrated coverage measure-
ment, CensusPlus and dual system estimation (DSE).8' Obtaining a valid estimate requires that the
raw data flowing into the final estimation are correct. Once the data have been collected, one of
the most important requirements for estimation was measuring and correcting the differential
undercount. The 1995 Census Test evaluated the assumptions of both estimation methods to be
sure that each used reliable data to generate its final figures and evaluated how well each cor-
rected for the differential undercount.

CensusPlus and DSE both used data collected on census questionnaires and in the ICM survey to
generate their estimates. The ICM required creating an independent list of the housing units in the
sample blocks to be developed before the census. By comparing this independent list with the
master address file and reconciling the differences, the Census Bureau was able to create an
enhanced housing list that could be used during the ICM interviewing, which began at the end of
nonresponse follow-up. The interviews used computer-assisted personal interviewing (CAPI)82 to
develop household rosters for the ICM that were independent of the rosters gathered during the
census. Once an independent roster had been generated, the CAPI system compared it to the one
from the census, and the interviewer was instructed to reconcile any discrepancies between the
two. The resolved rosters were reviewed and subjected to “unduplication” at the National Process-
ing Center in Jeffersonville, IN.

On August 17, 1995, the data generated to this point were used as the basis for the CensusPlus
estimator. For DSE, on the other hand, the Census Bureau had to complete further office process-
ing and field work. For the DSE, the Census Bureau used the independent rosters from the ICM as

80 Integrated Coverage Measurement combines estimates of missed persons with enumeration results
before producing a single set of official census results. The program (and the use of this technique) was can-
celled following the 1999 Supreme Court ruling that the Census Act prohibits the use of sampling to apportion
seats in the U.S. House of Representatives.

81 Comparison of CensusPlus and DSE focuses on the fact that they have different underlying assumptions.
CensusPlus estimation is based on the assumption that the ICM finds the “truth” in the sample blocks, the
truth being the resolved rosters from the field reconciliation. The DSE assumes the independent roster col-
lected during the independent part of the ICM interview is another independent list, but not necessarily the
“truth.” The DSE estimates people on neither list while CensusPlus finds them through the reconciliation pro-
cess during the interview. The two estimates of the additional people are the basis of comparison between the
two methodologies. For more information, see Mary H. Mulry and Rajendra P. Singh, “New Applications of Sam-
pling and Estimation in the 1995 Census Test,” Proceedings of the Survey Research Methods Section, Exploring
Fundamental Change: The 1995 Census Test, Vol. XXIIl, American Statistical Association, 1994, pp. 742-47.

82 Computer-assisted personal interviewing (CAPI) involved an enumerator completing a personal enumera-
tion of a household using an electronic survey (and laptop computer) that collected the same information as
that requested by the paper questionnaire.
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the population sample (P sample) and the rosters from the census questionnaires as the enumera-
tion sample (E sample). After computer and clerical matching of these two rosters, Census Bureau
employees followed up unresolved cases in the field. These additional operations provided the
rosters to be used for the DSE. Data for the DSE were ready by October 5, 1995.

The ICM evaluation revealed that DSE performed better than CensusPlus, because it resulted in
increased estimated counts for some traditionally undercounted groups, primarily Blacks and rent-
ers, while CensusPlus did not. Both DSE and CensusPlus produced increased estimates of Hispan-
ics, but only the former resulted in increased estimated counts for Asians and Pacific Islanders.
The poor performance of CensusPlus appeared to be related to the accuracy of the regular census
rosters and to problems with the design of the computerized questionnaire the ICM enumerators
used. Dual system estimation also was superior for the following reasons:

= The CensusPlus adjustment factor for the post nonresponse follow-up estimate was less than
1.0 for all but 3 of the 14 post-strata for Blacks in Oakland, CA, and for all but one of the Black
post-strata in Patterson, NJ, while the DSE adjustment factor for all these post-strata was greater
than 1.0.

= CensusPlus added only 6.1 percent of the number of people added by DSE after nonresponse in
Oakland, CA, and only 25 percent of those added by DSE for Patterson, NJ.

= The relative pattern in the differential rates of additions for the 1995 DSE across race/ethnic
subgroups coincided with the 1990 differential undercount rates, while the pattern produced by
CensusPlus was discordant with the 1990 differential undercount rates.

= The relative pattern of additions of persons to block clusters by DSE matched the Census
Bureau’s indicators (taken from the 1990 post-enumeration survey) for the difficult to enumer-
ate, while CensusPlus did not.

While DSE generally was superior to CensusPlus, the key to achieving the best DSE results was a
low noninterview rate. The lower the noninterview rate, the higher the accuracy of the estimate.
A large noninterview rate (14 percent) caused a downward bias in the 1995 Census Test results.
The Census Bureau found that methods that compensated for noninterviews did not work as well
for a high noninterview rate as they did for a low noninterview rate, ideally less than 2 percent.

New Procedures to Reduce the Undercount

The 1995 Census Test provided an opportunity to try key operational components of the Census
2000 plan, several of which were designed to reduce the differential undercount:

= Simplified questionnaire and multiple mail contacts
= Improved rosters and coverage questions

= |nitial mailout of Spanish-language questionnaires
= Increased availability of census questionnaires

= Targeted enumeration methods

= Counting the homeless population through service-based enumeration and special place
enumeration

= Administrative records

Simplified questionnaires and multiple mail contacts. The 1995 Census Test provided the
first opportunity to test a new mailing procedure in the census environment—mailing question-
naires to housing units in 4 stages. In preparation for the test’s March 4, 1995 Census Day, preno-
tices were sent on February 27 to inform the households that the census questionnaire was com-
ing. Two days later, on March 1, the questionnaires were mailed. On March 6, reminder notices
that also served as a thank-you note were sent. Finally, a second questionnaire was mailed
between March 20 and March 27 to all households for which a completed questionnaire had not
been received.

History: Census 2000 Chapter 2: Planning 59

U.S. Census Bureau



March 29 was selected as the cutoff day for initial response for Oakland, CA. (March 27 was
used in Patterson, NJ.) The Census Bureau chose the cutoff date by determining when response
from the replacement questionnaire began. Mail response rates increased in both Oakland and
Patterson as a result of mailing the replacement questionnaire. In Oakland, the rate increased by
approximately 10.4 percent and in Patterson the increase amounted to 9.9 percent. (Response
rate increase was calculated by subtracting the initial mail response rate from the final mail
response rate.) Though the Census Bureau feared that incorrectly delivered questionnaires from
multiunit structures might lead to significant duplication, the duplication rates were 1.7 percent
for Patterson and 0.7 percent for Oakland.

In addition to multiple mail contacts, the Census Bureau used an easy-to-complete questionnaire.
Previous tests had shown that the mail response increased substantially when questionnaires
were easier to understand and complete. An increase also occurred when notifications were sent
to alert and remind respondents to complete and return the questionnaire.

Improved rosters and coverage questions. The Census Bureau used revised questions to
ensure a complete listing (or “roster”) of household members. The questionnaire used in the 1995
test included a roster question and coverage questions designed to include the correct members
of the household and to let the respondent “correct” any mistakes he/she may have made. A new
“usual home elsewhere” question allowed respondents to identify individuals and entire house-
holds who usually resided at another address.

Coverage edits, which included a clerical review and a telephone follow-up (if necessary), revealed
that at least 1 of every 10 questionnaires failed the review. An evaluation revealed numerous
problems associated with the coverage questions. The main problem appeared to be that respon-
dents misunderstood either the “usual home elsewhere” question, or the instructions, or both.

Initial mailout of Spanish-language questionnaires. The Census Bureau mailed Spanish-
language questionnaires (in addition to English-language questionnaires) to blocks with a high
concentration of Spanish-speaking households. This test indicated that there were no significant
operational difficulties associated with mailing a Spanish-language questionnaire to households in
targeted areas. In addition, the quality of data on the Spanish-language questionnaires was com-
parable to the quality of those completed in English. In the areas in both Patterson, NJ, and
Oakland, CA, that received Spanish-language questionnaires, approximately 60 percent of respon-
dents returned the Spanish version. This trend held true across varying levels of linguistic isola-
tion.83 The results suggested that linguistic isolation alone was not a reliable predictor of where
Spanish-language questionnaires would be used most extensively.

Increased availability of census questionnaires. The “Be Counted” Campaign made unad-
dressed and ungeocoded questionnaires available to people who (1) did not receive an addressed
census questionnaire; (2) believed they were not counted; and/or (3) had traditionally been under-
counted. Be Counted questionnaire displays were set up at a variety of convenient, easily acces-
sible locations that were divided into three basic categories:

= Generic locations, such as U.S. Post Offices, departments of motor vehicles, libraries, and city
halls. The toll-free Telephone Questionnaire Assistance number was included as a Be Counted
site because it was so widely publicized.

= Businesses, facilities, and easily accessible spaces frequented by population groups less likely
to have received an addressed questionnaire. These" targeted locations” included
grocery/convenience stores, laundromats, restaurants/carry-outs, clinics, arcades, and
churches.

= Other locations, such as Questionnaire Assistance Centers and service-based enumeration loca-
tions such as food pantries, clothing distribution sites, and health care facilities for persons
without a usual residence.

83 A linguistically isolated household is a household in which all members 14 years old and over speak a
non-English language and also speak English less than “very well” (have difficulty with English). All the mem-
bers of a linguistically isolated household are tabulated as linguistically isolated, including members under
14 years old who may speak only English.
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The Be Counted package consisted of an outer envelope imprinted with a site specific message,
the Be Counted questionnaire, and a return mailing envelope addressed to the Census Bureau’s
National Processing Center (NPC) in Jeffersonville, Indiana.

A total of 4,596 people were enumerated on Be Counted forms for all three test sites. A majority
of the Be Counted forms that were returned from targeted and other distribution sites repre-
sented, on average, larger households than those received from generic sites. These households
also were larger than the average that was reflected in the 1990 census at these sites. The people
included in this total resided in 1,696 housing units; 57.1 percent were renters and nearly half
lived in multiunit structures. As a result of the Be Counted campaign, 176 housing units were
added to the master address file for the three test sites. The toll-free number was particularly
effective in collecting Be Counted information at the urban sites as more than 42 percent of the
people enumerated on Be Counted forms initiated the interview by telephone. The 1995 Coverage
Study demonstrated that 96.4 percent of households in a sample of Be Counted questionnaires
had been correctly enumerated.

Targeted enumeration methods. Special methods were tested to target geographic areas and
populations that were historically undercounted. The 1995 Census Test studied the following enu-
meration techniques where there were barriers to enumeration, such as unusual housing situa-
tions, mobile populations, or linguistically isolated groups:

= “Blitz” enumeration, which used a group of enumerators to canvass a particular area or location
simultaneously to reduce the amount of time needed to complete the enumeration, was found
to be very effective.

= Paired enumeration used two enumerators to visit households in areas where there were safety
concerns. The evaluation concluded that although paired enumeration alleviated concerns
about safety, it was also associated with a reduction of productivity (when compared to two
enumerators working separately) and the refusal of some enumerators to work alone.

= Use of local facilitators (local residents or other knowledgeable people who helped census
takers canvass and enumerate households) was effective when problems arose.

= No advantage over mail enumeration was found when urban update enumerate was used at the
Oakland, CA, site. This operation was used in areas of Oakland where the Census Bureau
thought the U.S. Postal Service might have problems delivering the questionnaires and where
low mail response rates were expected. The enumerator updated the address list and enumer-
ated the households in the same visit.

= Placement of Questionnaire Assistance Centers in multiunit structures and community-based
organizations.

= Gender diverse promotional materials directed at specific population groups were not as effec-
tive as those targeting specific neighborhoods.

Service-based and special place enumeration. The 1995 Census Test tried a new approach to
enumerating people with no usual residence—counting them at the places where they used ser-
vices, such as at shelters and soup kitchens. Relying on many sources (e.g., local governments,
the Federal Emergency Management Agency [FEMA], state homeless coordinators, and state repre-
sentatives from private coalitions), the Census Bureau developed a list of service providers for
each test site.

The initial service-based enumeration began at shelters on the evening of March 6, 1995, and
used regular group quarters enumeration procedures. “Usual home elsewhere” information was
collected for evaluation purposes. Enumerators conducted a complete enumeration of soup kitch-
ens on March 7, 1995. Respondents at these locations were counted in the block where the ser-
vices were located, unless an address for a usual home elsewhere was provided. While the Census
Bureau planned for two follow-up enumeration visits, budget constraints allowed for only one,
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conducted on March 8 for shelters and March 9 for soup kitchens. The data collected during the
follow-up visits were not included in the count for the 1995 Census Test.84

Service-based enumeration methods proved to be promising. In Oakland, CA, 937 people were
tabulated, 72.7 percent of whom were enumerated in soup kitchens. In Patterson, NJ, 263 people
were tabulated (73.3 percent in shelters). In northwest Louisiana, 2 people were counted at shel-
ters and 9 at soup kitchens.

In addition to testing new methods for counting the homeless population, the 1995 Census Test
provided an opportunity to assess alternative methods for conducting extensive field operations
associated with special places. The Facility/Transient Locations Questionnaire Operations were
successfully implemented and evaluated during this test. These two telephone operations
replaced the 1990 census special place prelist program, an expensive, labor-intensive field opera-
tion that resulted in major quality problems. During the initial facility questionnaire operation,
staff at Census Bureau headquarters telephoned approximately 832 special places to collect
administrative information, update existing data, identify group quarters and housing units, and
assign group quarters type codes. Even though the questionnaires were difficult to understand,
this operation was a success.

Administrative records. The 1995 Census Test allowed the Census Bureau to study whether an
administrative records database would improve census results. The Census Bureau believed that
this database could potentially be used to improve the census address list, obtain information on
nonrespondents, and improve coverage measurement methodologies. One possible benefit was
that such a database might include information about people who were not counted in the cen-
sus. Obtaining files that included population groups that the census tended to undercount might
provide some of the supplemental data necessary to reduce the differential undercount. This test
also studied the kinds of pitfalls involved in using these records.

The 1995 Census Test Administrative Records Database contained both geographic and demo-
graphic data for the three test sites. The database incorporated information from sources such as
the federal government, state and local governments, and commercial vendors. A match of the
database to various 1995 Census Test files allowed for an initial evaluation of this approach.

Of the three sites, administrative records from Oakland, CA, produced the most successful match
to census address (64.3 percent). The match rates in Patterson and Louisiana were 29.2 percent
and 24.3 percent, respectively. Addresses of people found on two or more administrative files had
better match rates to census files than those found on only one file. Multiple source administra-
tive addresses matched at a rate of 61.3 percent to the decennial master address file, compared
with 22.7 percent of the single source addresses.

The 1995 Census Test Administrative Records Database provided mixed quality results. Even
though it showed promise in improving census results, its weaknesses confirmed that much work
was required before administrative records could be used to improve coverage or fill in missing
characteristics of individuals in a census environment. While the 1995 Census Test Administrative
Records Database successfully provided information that would reduce the undercount for Blacks,
it did little to reduce the undercount for Hispanics. Difficulties also were encountered when using
the database to determine race, sex, age, and Hispanic origin.

New Avenues for Greater Cooperation

The 1995 Census Test provided an opportunity for the Census Bureau to evaluate basic facets of
its partnership program. The Census Bureau planned to develop cooperative ventures and form
partnerships to take the census with other federal agencies, state, local, American Indian tribal,
and Alaska Native village governments, and with private and nonprofit organizations. The agency
also assessed the initial efforts to construct and maintain a master address file and update the
automated geographic file in cooperation with the U.S. Postal Service and state, local, American
Indian tribal, and Alaska Native village governments.

84 For a complete account of why these data were not included in the count for the 1995 Census Test, see
David L. Ferraro, “Estimation in the 1995 Census Test Service Based Enumeration,” Proceedings of the Survey
Research Methods Section, American Statistical Association, 1996.
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Developing Cooperative Ventures

The Census Bureau planned to use partnerships with governmental and nongovernmental organi-
zations to educate the public about the census. “Partner” organizations collaborated with the
Census Bureau to plan enumeration activities, develop and review the address list, recruit people
to work on the census, and design and implement outreach and promotional activities.

The goal of the partnerships program in the 1995 Census Test was to develop the best approach
and procedures for including local governments in the Local Update of Census Addresses (LUCA)
program,8> administrative record acquisition, and outreach and promotion.

The partnership program yielded four significant positive results. First, it led to improvements in
the data in the master address file. Second, it provided an opportunity for the Census Bureau to
procure, use, and process a variety of federal, state, and local administrative records. These files
demonstrated a need for improved standards for machine-readable file structures and for address
sources. Third, the agency built cooperative relationships with the local citizens who distributed
promotional posters and flyers and used their familiarity with the local area to promote census
awareness and participation. Finally, partnership participants secured cooperation and assistance
from local officials that otherwise might not have been attained.

While the successes of the partnership program were encouraging, several aspects needed further
improvement. In general, the Census Bureau needed to:

= Find better ways to reach, communicate with, and support local governments.

= Pay greater attention to educating local governments and organizations about the Census
Bureau and its purpose.

= Provide better instruction, training, and reference materials.

= Develop better standards on file structure and address sources when collecting administrative
records.

= Provide local officials with compatible file formats and better maps to enable them to more
effectively participate in the LUCA program.

= Ensure that critical work was completed on time and supported the regional offices in their
efforts (such as collecting administrative records) which required processing a large number of
diverse files.

Development of a master address file (MAF). The Census Bureau created a permanent
national address list that was updated continually and was used by several Census Bureau pro-
grams, including the decennial census. The 1995 Census Test provided an opportunity for further
research on compiling and maintaining the master address file (MAF) and updating the TIGER®
System in cooperation with the U.S. Postal Service (USPS) and state, local, and tribal governments.
The MAF was developed using the USPS’s delivery sequence file (DSF) and the 1990 census
address list. The 1995 Census Test included three operations to improve the completeness of the
MAF:

1. Precanvass, in which enumerators went into the field and verified or updated the addresses
listed in the precensus MAF and verified/corrected block assignments (i.e., geocoding).

2. Local Update of Census Addresses (LUCA) invited local officials to review and update the pre-
census MAF for their areas.

3. Census Address Check, in which USPS letter carriers reviewed and corrected the precensus
address list.

85 The addresses provided by the Census Bureau are confidential according to Title 13 of the U.S. Code. The
Census Bureau offered an Address List Review Opportunity as part of the Local Update of Census Addresses
(LUCA) program in response to Public Law 103-430, the Census Address Improvement Act of 1994. For more
information, see Chapter 11, “Legal Issues.”
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Both the precanvass operation and LUCA improved the completeness of the MAF at urban sites.
The updating operations revealed that a majority of the housing units on the precensus MAF were
unchanged by the precanvass. The operations deleted more addresses than they added, indicating
that the precensus address file included too many addresses. This finding was expected since all
the test areas had experienced limited growth.

U.S. Postal Service identification of vacant housing units. The 1995 Census Test provided
an opportunity to evaluate how well USPS vacant and nonvacant returns identified vacant housing
units. The evaluation compared the USPS classification of these addresses to the results from non-
response follow-up and the Integrated Coverage Measurement program in the urban test sites.
The evaluation revealed that the USPS did not identify a large number of vacant units at both sites
and that many addresses identified as vacant were occupied. A small percentage (between 2.0
and 5.2 percent) of questionnaires that came back as vacant postmaster returns were from
addresses that were classified as vacant on the USPS delivery sequence file. The low percentage
was the result of a USPS rule that an address must be vacant for 90 days or more to be classified
as vacant. The analysis of nonvacant postmaster returns in Oakland resulted in 38 percent being
classified as occupied and 30 percent as vacant during nonresponse follow-up. The remaining

32 percent were classified either as deletes or had no status assigned by nonresponse follow-up
enumerators. The results of this test showed the necessity of conducting a vacant postmaster
return follow-up.

New Uses of Technology

Advanced technologies to contact persons or to allow them to contact census offices.
The 1995 Census Test became the vehicle for testing various computer-assisted survey informa-
tion collection technologies for use in the census. Integrated Coverage Measurement interviewers
used computer-assisted personal interviewing (CAPI) to conduct their interviews. In addition to
responding by mail to the census, respondents could call and give their census information to a
computer-assisted telephone interviewing (CATI) operator. The CATI instrument was designed in
English and Spanish; bilingual interviewers handled calls from English, Spanish and Asian lan-
guage speakers and a telephone device for the deaf was offered.

As a result of the test, the Census Bureau decided that it needed to find additional sources for
telephone numbers and that CATI should be considered the primary method for contacting nonre-
spondents during nonresponse follow-up; personal visits would be reserved for households that
could not be reached by telephone. To improve productivity, nonresponse follow-up calls should
be concentrated on weekend days. In addition, there should be one uniform version of Telephone
Questionnaire Assistance for both rural and urban areas. The Census Bureau also needed to find
ways to encourage respondents, particularly those requesting forms, to use an interactive voice
recognition (IVR) system, rather than speaking to an operator. However, because no IVR was avail-
able for testing during the 1995 Census Test, the agency recommended further study.

Innovative data-capture methodologies and processing systems. In past censuses, the
agency relied on a data capture system that required photographing census questionnaires,
processing film, and keying written responses by hand. The new system (evaluated during the
1995 Census Test) produced digital images of every questionnaire and used optical mark and
character recognition software to capture the information on completed questionnaires. Keying
from image also was used when the recognition technology was unable to interpret entries on the
questionnaires.

One focus of the 1995 test was to determine the quality of these alternative data capture modes
and to identify parts of the process that needed improvement. The optical character recognition
system interpreted all write-in entries and provided a confidence index for each. The results
showed that 42 percent of the write-in responses had acceptable confidence levels. However, 5.2
percent were read incorrectly by the optical character recognition system. The optical mark recog-
nition system read 95 percent of the data with an acceptable confidence level, while 1.5 percent
were read incorrectly. Five percent of the data were read at an unacceptable confidence level. The
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overall error rate for the optical mark recognition system was 4.2 percent. Nearly half (45.3 per-
cent) of the errors that were read as acceptable by the optical mark recognition system were cases
in which a respondent scratched out one response and marked another box.

The test also evaluated the success of the keying operation. Of the questionnaires that the data
capture system could not interpret, some were keyed from the paper questionnaire and some
from the scanned image. The results indicated that the paper keying provided generally better
quality results than keying from the image (1.3 percent field error rate for paper keying versus
1.9 percent for image keying). However, the quality of the scanned images was excellent and the
difference in error rate may have been due to operational, staffing, and procedural factors.

Fully automated matching. The Census Bureau planned to automate the matching operation for
Census 2000. The 1995 Census Test provided an opportunity to test how well the geographic
coding software identified duplicate responses from the same address. While only two variables
were used for matching (age and sex), the results of the 1995 Census Test suggested that more
variables should be used to make the matching operation more discriminating.

For Census 2000, the Census Bureau planned to assign geographic codes, or geocodes, to
addresses; this process involved linking addresses to geographic units. For geocodes to be
assigned accurately, the Census Bureau needed to create a unique reference to each address geo-
graphically or spatially using the Topologically Integrated Geographic Encoding and Referencing
(TIGER®) system. One component of automated geocoding was automated matching.

The automated matching and geocoding worked very well—94 percent of the computer-assigned
geocodes agreed with an enhanced address list produced independently for evaluation purposes.
After reviewing the 6 percent of cases that did not match and removing cases that resulted from
systemic errors, such as deficiencies in the TIGER® database, the geocoding software successfully
matched at least 99.7 percent of the addresses. The most significant problems with automated
matching software were how to handle missing data, how to define matching parameters, and
how to determine cutoff weights for classifying addresses as matched or not matched.

New methods for collecting long-form questionnaire data. The Census Bureau experi-
mented with collecting long-form (sample) data using multiple data-collection forms during the
1995 Census Test. This test used three versions of the sample form: an abbreviated version with
16 questions, a 37-question version, and a comprehensive 53-question version. Results from the
test showed that total response rates decreased significantly as the length of the form increased.
However, the rate decrease leveled off between the medium length and the longest version. The
reduction in the overall response rate appeared to depend on the number of questions added, the
overall number of questions, the number of pages the questionnaire contained, and the increase
in the weight of the form.

The 1995 Census Test also tested the placement of the housing questions and the 100 percent
and sample person questions on the form. The results showed that placement of the housing unit
questions with Person 1 and combining the 100 percent and sample person questions did not
affect the person data differently among the forms. Therefore, the redesigned questionnaire could
be used without the loss of person data and without an increase in the number of questionnaires
requiring either edit follow-up or imputation.

1995 Census Test Results and Summary

The 1995 Census Test provided information the agency needed to make decisions for Census
2000. Analysis of the test data also suggested promising directions for future research. Among
the key findings and conclusions were:

= The new techniques being used to create the census address list were substantially better than
past attempts. Census Bureau staff learned to work with local officials to develop address lists,
identified some areas that needed further refinement, and highlighted operations that could be
dropped without reducing the quality of the master address file.
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= Confirmation of the importance of developing partnerships, especially at the local level. The
challenge was to build these partnerships without placing an undue burden on the Census
Bureau.

= The agency continued to refine the full mail treatment consisting of a prenotice, questionnaire,
reminder/thank you card, and a second questionnaire. Because questions remained about the
feasibility of mailing the second questionnaire to all nonresponding housing units, the Census
Bureau planned to explore the possibility of mailing a second questionnaire to every address
regardless of initial response rates in targeted areas.

= Service-based enumeration showed great promise for counting the population without a usual
residence.

= The Facility/Transient Locations questionnaire operations successfully replaced the labor-
intensive and costly special place prelist operation. These operations were converted to a
computer-assisted telephone interview for use in the Census 2000 Dress Rehearsal and were
further refined for Census 2000.

= The Be Counted program was successful, although the Census Bureau received fewer forms
than anticipated.

= The results of using the U.S. Postal Service to report the status of postmaster returns indicated
that the Census Bureau must follow up on at least a sample of the vacant units in Census 2000.

= The 1995 Census Test allowed only a preliminary evaluation of the benefits of using administra-
tive records, but it established potential for using these records to reduce the differential under-
count.

= The Census Bureau decided to use a housing-unit sample for nonresponse follow-up with a
sampling fraction of 1 in 10 and a truncation level of 90 percent.

= CensusPlus results were below expectations. A refined version was tested in the 1996 Commu-
nity Census.

1996 CENSUS TESTS

The Office of Management and Budget’s Statistical Policy Directive No. 15

In response to legislative, programmatic, and administrative needs, the Office of Management and
Budget (OMB) issued in 1977 the “Race and Ethnic Standards for Federal Statistics and Administra-
tive Reporting.” These standards were established in OMB’s Statistical Policy Directive No. 15. This
directive established four racial categories (American Indian or Alaska Native; Asian or Pacific
Islander; Black; and White) and two ethnic categories (of Hispanic origin; and Not of Hispanic
origin) that were used throughout the federal government for nearly two decades.

Modernizing Race and Ethnicity Categories

By the early 1990s, the OMB’s Statistical Policy Directive No. 15 was drawing increasing criticism
from individuals and groups who argued that the categories were no longer adequate for captur-
ing and reporting the growing racial and ethnic diversity of the Nation’s population. Responding to
such concerns, the OMB solicited comments and testified at hearings on Statistical Policy Directive
No. 15 during the summer of 1994. OMB also established an Interagency Committee for the
Review of Racial and Ethnic Standards, drawing members from over 30 agencies, in order to
assess federal needs for racial and ethnic data. This committee drafted several recommendations
aimed at improving the government’s ability to collect sufficiently detailed data to provide a more
accurate picture of the nation’s growing racial and ethnic diversity. The committee advocated
expanding the number of race categories from four to five, and allowing respondents to mark
more than one racial category.s6

86 Federal Register notice, July 9, 1997. This notice announcing proposed revisions to Statistical Policy
Directive No. 15 was placed by the Office of Management and Budget.
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The Census Bureau, through its research for Census 2000, played a significant role in helping to
evaluate how best to gather race and ethnicity data while complying with several of the proposed
changes to Directive No. 15.87 The two tests conducted by the Census Bureau in 1996 helped the
agency prepare for Census 2000 and provided OMB and its Interagency Committee with research
results that helped them in their review of Statistical Policy Directive No. 15. While the 1996
National Content Survey (NCS) was a vehicle for testing and evaluating the full subject content for
Census 2000, including specific question wording, format, and item sequence, one major focus
was testing alternative versions of the race and Hispanic origin questions. The two key issues
studied by the National Content Survey were: (1) whether adding a “multiracial” category to the
race question would affect how people reported race and Hispanic origin and (2) whether placing
the Hispanic origin question before the race question affected how respondents reported race and
Hispanic origin. The 1996 Race and Ethnic Targeted Test (RAETT; also known as the 1996 Census
Survey) also addressed these two issues, but drew its sample from targeted race and ethnic popu-
lations, and thus provided findings for small population groups. The RAETT was the principal test
of questions on race and ethnicity and focused exclusively on testing and evaluating possible
changes to the questions on race and ethnicity for Census 2000.88

1996 National Content Survey (NCS)8°

The 1996 National Content Survey (NCS), also known as “The 2000 Census Test,” was the major
vehicle for testing subject content and specific question wording, format, and sequencing of items
for Census 2000.

One of the main goals of the NCS was to increase the Census Bureau’s understanding of how
respondents would report when asked race and ethnicity questions that conformed with the pro-
posed changes to Directive No. 15. In particular, the test provided respondents with a “multiracial”
category in the race question and it tested which sequence of the race and ethnicity questions
provided the better response rate. Since the survey tested the entire content for Census 2000, it
also was used to measure the effect on response rates of such factors as subject content, specific
question wording, format, item sequence, and package design.

Research conducted prior to the NCS had shown that there were several methods to improve mail
response rates for mail surveys. Although these techniques were not the focus of the test, the fol-
lowing were included:

= Respondent-friendly questionnaire design.

= Use of advance letters to legitimize the survey request and communicate its importance.
= Emphasis on the government sponsorship of the survey.

= Mailing of a reminder postcard.

= Mailing of a replacement questionnaire to nonrespondents.

= Inclusion of a mandatory message, such as “Your Response is Required by Law,” on the
outgoing envelope.

Stratified sampling was used to select a national sample of 94,500 housing units for the NCS.
The NCS sample households were allocated among 13 experimental panels, 7 of which received
the 100 percent (short) questionnaire and 6 of which received the sample (long) questionnaire.
Each of the 13 panels was drawn from two strata based on race, Hispanic origin, and tenure (i.e.,
owner or renter) variables at the census tract level. One stratum, the low coverage area (LCA),

87 The Census Bureau also conducted a test in connection with the Current Population Survey. The findings
are available in a 1996 report “Testing Methods of Collecting Racial and Ethnic Information: Results of the
Current Population Survey Supplement on Race and Ethnicity.”

88 U.S. Census Bureau, “Findings on Questions on Race and Hispanic Origin Tested in the 1996 National
Content Survey,” December 1996; “1996 National Content Survey,” DSSD Memorandum No. 2, November 12,
1996; “Results of the 1996 Race and Ethnic Targeted Test,” May 1997.

89 Much of this section is based on “1996 National Content Survey,” DSSD Memorandum No. 2, November
13, 1996; and Population Division, “Findings on Questions on Race and Hispanic Origin Tested in the 1996
National Content Survey,” December 1996.
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contained a high proportion of minority persons and renters. The other was termed the high cov-
erage area (HCA) and contained the remainder of the addresses. The seven short-form (100 per-
cent) questionnaire panels contained a sample of 2,400 housing units from the HCA and 3,600
housing units from the LCA stratum. The six sample-questionnaire panels contained a sample of
3,500 housing units drawn from the HCA, and 5,250 housing units from the LCA stratum.

On February 23, 1996, the Census Bureau mailed participants an advance letter informing them
that they had been chosen for this survey. Questionnaires were mailed February 28, 1996, in time
for the U.S. Postal Service to deliver the packages to households on or before “Census Day,” March
3, 1996. Reminder cards were mailed to all questionnaire recipients on March 4, 1996. A replace-
ment questionnaire and reminder letter were mailed to nonrespondents on March 20, 1996.
Although a deadline was not indicated on the survey forms, the Census Bureau stopped checking
in forms on May 15, 1996.

Two of the NCS questionnaires replicated the short- and long-forms used during the 1990 census.
The remaining forms included variations of the experimental forms designed by contractors

(Two Twelve Associates, Inc. and Dr. Don Dillman of Washington State University). The long-form
questionnaires varied in the number of questions asked, but ranged from 33 to 51 items per
questionnaire.

Following check-in, Census Bureau staff conducted approximately 37,800 computer-assisted tele-
phone re-interviews during May and June 1996 to assess the reliability of information collected.
Most entries were computer coded using a master file built from the 1990 census. Entries that
could not be coded by computer were coded by clerks. The national response rate to the short-
form questionnaire for the 1996 NCS was 72.45 percent. Response ranged from 46.40 percent to
80.47 percent depending upon the area and the questionnaire. The national response rate to the
long-form questionnaire was 64.75 percent. Response rates ranged from 41.15 percent to 72.57
percent.

The data received from the NCS were used to determine response rates and the accuracy of data
following the additions and/or changes to the short- and long-form questionnaires. The following
were some of the specific items tested and their results:

= Adding a “Multiracial or biracial” response category for the race question—The survey found
that approximately 1 percent of persons reported as multiracial when a “Multiracial or biracial”
response was an option to the race question. Further, adding a “Multiracial or biracial” category
had no statistically significant effect on the number of individuals reporting as White, Black,
American Indian or Alaska Native, and Asian or Pacific Islander. Finally, a “Multiracial or biracial”
category followed by the Hispanic origin question reduced the percentage of people reporting
in the “Other race” category of the race question.

= Changing the sequencing of the Hispanic origin question (placing it immediately before the race
question)—The 1996 National Content Survey tested whether placing the Hispanic origin ques-
tion before the race question would signify to Hispanics that they should choose one of the race
categories and identify themselves as Hispanic in the Hispanic origin question. Past research
had shown that a number of Hispanics viewed themselves as racially Hispanic and/or expected
to see “Hispanic” as a response option for the race question. Because “Hispanic” was not an
option, respondents identifying as racially Hispanic did not respond to the question or marked
the “Other race” category. Survey results showed that placing the Hispanic origin question
before the race question significantly reduced nonresponse to the Hispanic origin question.
Second, changing the sequence of the race and Hispanic origin questions had no impact on
response for those identifying as White, Black, American Indian or Alaska Native, and Asian or
Pacific Islander. Finally, placing the Hispanic origin question before a race question that did not
include the “Multiracial or biracial” category: (1) reduced the percentage of persons reporting in
the “Other race” category of the race question and (2) increased the number of Hispanics
reporting in the “White” category of the race question.

= Removing the household roster—Three experimental forms simplified or eliminated the house-
hold roster, simplified the existing roster’s instructions, or replaced the roster with a numeric
household count. The test roster included space for respondents to report up to five people liv-
ing within the household. Additional occupants (in households with more than five occupants)
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were accounted for by the numeric count of total occupants. Two of the experimental forms
included space for the names of these additional occupants; however, individual data on more
than five people within a household were not recorded. Census enumerators visited households
reporting more than five occupants to confirm the accuracy of the questionnaire. The survey
indicated that there was a significant difference in response rates at the national level when the
roster was eliminated and replaced with a simple numerically entered household count. Elimi-
nating the questionnaire roster appeared to improve response rates for high coverage areas,
though there was no significant improvement in response rates for the low coverage area
stratum.

= Adjusting questionnaire length (to determine its effect on response rates)—The NCS studied the
impact of the questionnaire’s length on response and tried to determine if response rates could
be increased by designing questionnaires to be more visually appealing and user-friendly. Past
research suggested the length of the census questionnaire may have an impact upon response
rate. The survey data found that questionnaire length did not appear to impact response rate
so long as the questionnaire employed a user-friendly design, carried a mandatory response
message,?° and was supplemented by additional mailings, including a pre-census notification
letter, reminder card, and duplicate questionnaire for nonrespondents.

= Adding a household income question—The addition of a household income question was stud-
ied to determine if asking for data on such a sensitive subject had an impact on response rates.
Survey results indicated that there was no significant difference in response on the national
level or for the high coverage area stratum. There was a slight reduction in response rates to
this question in the low coverage area stratum.

= Testing two questionnaire package designs: (1) the Official Government Approach and (2) the
Public Information Design Approach—The NCS compared the response rates for two different
questionnaire designs, the “Official Government Approach” and the “Public Information Design.”
The Official Government Approach questionnaire and envelope, designed by the Census Bureau,
incorporated visual and content features that were consistent with the public’s expectations of a
government-sponsored survey. The green questionnaire and white, inexpensive-looking enve-
lope were designed to have an “official” appearance. The envelope included an additional state-
ment informing the recipient of the government’s sponsorship of the survey and the public’s
legal responsibility to participate. Such statements had been found to improve response rates.
The Public Information Design Approach, tested using two of the short-form questionnaires,
was designed to be user-friendly and appealing while still promoting a sense of urgency. The
questionnaire packages used color (predominantly gold with blue designs), informational icons
(in the place of words), and graphics to attract and hold a recipient’s attention. Survey results
indicated that on the national level, the Official Government Approach, which included the man-
datory statement regarding the respondent’s obligation, had a higher response rate than the
Public Information Approach. This was attributed to its more “official” appearance, compared
with the brightly colored envelopes developed for the Public Information Design Approach.

1996 Race and Ethnic Targeted Test (RAETT)*!

The 1996 Race and Ethnic Targeted Test (RAETT), like the National Content Survey, performed a
dual function; the test served as part of the research program to evaluate proposed changes to
OMB’s Statistical Policy Directive No. 15 and it allowed the Census Bureau to test the instructions
and wording of the race and ethnicity questions for Census 2000. The agency wanted to be sure
that its specific questions for Census 2000 would comply with the proposed changes to OMB’s
Directive No. 15.

The RAETT had four research goals. First, it was designed to determine the effects of allowing
respondents to report more than one race; second, to determine the effects of placing the

90 The mandatory response message informed respondents that federal law (Title 13) legally obligated
them to complete and return the census questionnaire.

91 U.S. Census Bureau, Population and Decennial Statistical Studies Divisions, “Results of the Race and
Ethnic Targeted Test: Population Division Working Paper No. 18,” May 1997.
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Hispanic origin question immediately before the race question; third, to determine the effects of
collecting race, Hispanic origin, and ancestry information in a combined, two-part question; and
finally, to test alternative terminologies, classifications, and formats in the race question.

The RAETT was a mail-out/mail-back survey of households; questionnaires were mailed to a
sample of approximately 112,100 households from selected census tracts, American Indian reser-
vations, and Alaska Native villages (see Table 2-7). Recipients of the survey were chosen from
1990 census data showing census tracts with a high proportion (relative to the nation as a whole)
of households in 1 of 6 specified racial or ethnic groups: Black, American Indian, Alaska Native,
Asian and Pacific Islander, Hispanic origin, or White.

While the National Content Survey drew a sample that was close to being nationally representa-
tive, the RAETT sample was targeted to include a larger concentration from targeted population
groups in order to permit a more meaningful assessment of the effects of different questions on
race and ethnicity for relatively small population groups. The particularly important groups were
American Indians, Alaska Natives, and detailed groups within the Asian and Pacific Islander and
the Hispanic populations. Because the RAETT drew a targeted sample, its results could be general-
ized only to the portions of the specified population groups residing in areas with relatively high
concentrations of the targeted groups, which represented only a small proportion of each speci-
fied population group.

Table 2-7.
RAETT Survey Sample Size and Response Rate
) Mail response rate

Target population (percent) Sample size
Wit .. 71.3 17,500
Black .. 47.4 26,550
HiSPaniC . ..o 44 1 26,550
American Indian . ... 53.1 15,850
Asian and Pacific Islander .......... ... ... ... . 55.2 23,700
Alaska Native ....... ... 34.0 1,950
Total o 52.6 112,100

Census Day for this survey was June 22, 1996. On June 14, 1996, an advance letter was mailed to
survey participants detailing the importance of their participation in the survey and their legal
obligation to return a completed questionnaire. The initial questionnaire was mailed June 18,
1996. It was followed by a reminder postcard (mailed June 26, 1996) and finally a replacement
questionnaire, sent only to households that had not returned the initial questionnaire, with a letter
for nonrespondents (mailed July 16, 1996). Hispanic households92 were sent two questionnaires,
one in English and one translated into Spanish; respondents in these households were asked to
complete and return only one. Almost 38 percent of Hispanic households returned the Spanish-
language questionnaire.

92 The RAETT sample of 112,100 households was drawn from census tracts, American Indian reservations,
and Alaska Native villages that the 1990 census showed to have high proportions (relative to the nation as a
whole) of households in 1 of 6 specified racial or ethnic groups: Black, American Indian, Alaska Native, Asian
and Pacific Islander, Hispanic origin, or White. For each of these specified population groups, the census tracts
that satisfied the “high proportion” criterion became a sampling frame from which a sample of households
was selected.
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The RAETT survey included eight different panels with eight different questionnaires, labeled
“A” through “H.” There were seven experimental panels and one control (see Table 2-8).

Table 2-8.

Race and Hispanic Origin Question Design Features by Panel®3

Separate race and Hispanic-origin questions

Combined race,
Hispanic-origin,
and ancestry questions

Separate race and
Hispanic-origin questions

Panel A Panel B Panel C Panel D Panel E Panel F Panel G Panel H
Modified
1990 Census “Multiracial | “Mark one or “Multiracial “Multiracial | “Mark one or “Multiracial | “Mark all that
Race or biracial” | more races” or biracial” or biracial” | more boxes” or biracial” apply”
Question category instruction category category instruction category instruction
Combined
Separate Combined Combined Combined Combined Combined | category and Combined
categories: category, category category, category, category, spell out category,
“Indian “Indian “Indian “Indian “Indian “Indian “American “Indian
(Amer) (Amer.) or (Amer.) or (Amer.) or (Amer.) or (Amer.) or Indian or (Amer.) or
Eskimo Alaska Alaska Alaska Alaska Alaska Alaska Alaska
Aleut” Native” Native” Native” Native” Native” Native” Native”
“Native “Native
Hawaiian”; Combined Combined Hawaiian”;
“Guamanian category category | “Guamanian
“Hawaiian”; “Hawaiian”; | “Hawaiian”; or “Asian or “Asian or or “Hawaiian”;
“Guamanian” | “Guamanian” | “Guamanian” Chamorro” Pacific Pacific Chamorro” | “Guamanian”
categories categories categories categories Islander” Islander” categories categories
Alphabetize
Asian and
Pacific
No alphabet- | No alphabet- | No alphabet- | No alphabet- | No alphabet- | No alphabet- Islander | No alphabet-
ization ization ization ization ization ization groups ization
Modified Modified Modified Modified Modified | Modified 1990
1990 census | 1990 census | 1990 census | 1990 census 1990 census census
Hispanic- Hispanic- Hispanic- Hispanic- Hispanic- Hispanic-
origin origin origin origin Combined Combined origin origin
question question question question question question question question
1995 Test
Census
sequence: Hispanic Hispanic Race Hispanic Hispanic
Hispanic ori- origin origin| followed by origin origin
gin followed followed by | followed by Hispanic Combined Combined | followed by followed by
by race race race origin question question race race

RAETT Results

Approximately 53 percent of the survey’s questionnaires were returned. Responses from the sur-
vey were used by the Census Bureau to develop race and ethnicity questions for Census 2000 that
conformed with OMB Statistical Policy Directive No. 15.

During previous censuses, respondents had been able to self-identify with only one race because
Directive No. 15 did not have a provision for collecting and tabulating multiple responses to the
race question. Because Directive No. 15 was in the process of being modified to allow reporting of
multiracial data, the Census Bureau tested several approaches to asking respondents to provide
an accurate depiction of their racial identification. The RAETT tested three different variations of
the race question; some panels were provided a “multiracial” category with write-in lines, a sec-
ond set was asked to “mark one or more,” and the third set was instructed to “mark all that
apply.” The control panel, using the race question from the 1990 census, was instructed to mark
only one box. The data gathered by the control panel were used to compare the historical racial
series with those data gathered by the new race questions that allowed for multiracial reporting.

93 U.S. Census Bureau, Population Division and Decennial Statistical Studies Division, “Survey Design and
Methodology” January 18, 2001.
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In general, neither the multiracial category nor the multiple response option had a statistically sig-
nificant effect on the percent of people who identified themselves solely as White, Black, or Ameri-
can Indian. When a multiracial category was added to the race question, the percent that reported
solely as Asian or Pacific Islander decreased; however, much of this was attributed to the drop in
those reporting as Hawaiian. In addition, the percentage of those reporting solely as American
Indian or Alaska Native was lower for the Alaska Native targeted sample but virtually unchanged
for the American Indian targeted sample. When respondents were allowed to identify with more
than one race by marking “all that apply” there was a drop in the percentage of people reporting
solely as Asian and Pacific Islander. In contrast, there was little effect on the reporting rate for
Asians and Pacific Islanders when they were instructed to “mark one or more.” The Census Bureau
concluded that the “mark one or more” category would best preserve the historical continuity of
data on race and ethnicity.

For the Hispanic-targeted sample, nonresponse to the race question increased among those
whose test included the “multiracial” category. Neither of the multiple race response options
increased response to the race question among Hispanics and none of the options for reporting
more than one race affected the total percentage of responses of Hispanic to the Hispanic-origin
question.

When the race and Hispanic-origin questions were combined, a high percentage of responses
included both Hispanic origin and 1 of the 4 major race categories allowed under Directive

No. 15. The write-in responses to the race question were more detailed from the panels who were
instructed to “mark one or more” than those from panels who were told to “mark all that apply.”
However, both versions of the instructions provided acceptable responses.

The test also demonstrated that in panels that were asked to mark only one box, some respon-
dents provided unrequested multiple responses; this was true in panels with and without a “multi-
racial” category. This tendency was most prevalent in the Alaska Native and Asian and Pacific
Islander samples.

The second purpose of the RAETT was to determine the effects of placing the Hispanic Origin
question immediately before the race question. This was intended to increase response to the
Hispanic-origin question.%4 The change in sequencing reduced, but did not eliminate, nonresponse
to the Hispanic-origin question and reporting in the “Other race” category by Hispanics.

The third goal of the RAETT was to determine the effects of collecting race and Hispanic Origin in
a combined two-part question. Census Bureau studies have shown that some respondents, espe-
cially Hispanics, view Hispanic origin as a racial designation rather than an indicator of ethnicity,
and expect to see it as a response option to the race question. As a result, a number of Hispanics
reported as “Other” in the 1980 census and as “Other race” in the 1990 census. Research con-
ducted since 1987 has suggested that placing a Hispanic origin category in the race question and
adding a write-in line for ancestry may reduce the problem of nonresponse to the Hispanic-origin
and ancestry questions. To verify this research, the RAETT included a combined, two-part, ques-
tion on race, Hispanic origin, and ancestry.

The RAETT tested two versions of a combined question. Both provided response boxes for the cur-
rent OMB race groups, for Hispanic origin, and for “Some other race.” Both also included a write-in
line for American Indian and Alaska Native tribe. Part A had two variants; the first version

included a multiracial category while the second included an instruction to respondents to “mark
one or more.” Part B of the question asked respondents to report their “ancestry or ethnic group”
in write-in lines. The objective of Part B was to determine how detailed Asian and Pacific Islander
and Hispanic-origin groups would be reported. Additionally, the test sought to determine if
respondents choosing the “Multiracial/biracial” category would provide additional information
about their racial identification in the write-in lines. Among the key findings of the RAETT were:

= In every targeted sample, the nonresponse rate was lower for each of the combined questions
than for the corresponding separate Hispanic-origin and race questions.

94 |n the 1990 census, 40 percent of the Hispanic respondents reported in the “Other race” category
because many viewed themselves racially as Hispanic and did not identify with 1 of the 4 race categories.
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= The combined race and Hispanic-origin questions elicited high levels of multiple response in the
Hispanic targeted sample. On the version that asked respondents to “mark one or more” races,
more than 90 percent of the multiple responses involved Hispanic origin and a race group.

= When all responses of Hispanic (either Hispanic alone or Hispanic in combination with any other
response) were added together, there was no statistically significant difference in the percent
reporting Hispanic between a combined question and separate questions on Hispanic origin and
race.

= The ancestry write-in lines on the two-part question with the “multiracial” category did not pro-
vide percentages of either the detailed Asian or Pacific Islander groups or of the detailed
Hispanic groups in the respective targeted samples. In contrast, the write-ins to the ancestry
component of the combined question with the “mark one or more” instruction provided a
detailed distribution of Asian and Pacific Islander groups in the Asian and Pacific Islander tar-
geted sample that was statistically similar to that on the corresponding separate race question.

The fourth purpose of the RAETT was to test alternative terminologies, classifications, and for-
mats in the race question. This portion of the test examined four issues and concluded that:

= Spelling out “American” (instead of using “Amer.”) in the “American Indian or Alaska Native”
category did not affect reporting.

= Substituting “Native Hawaiian” for “Hawaiian” and listing this category immediately after the
“American Indian and Alaska Native” category increased reporting as “Hawaiian.”

= Alphabetizing the Asian and Pacific Islander groups after “Native Hawaiian” had no effect on the
total percentage reporting as Asian and Pacific Islander in that targeted sample.

= Allowing respondents to identify as “Guamanian or Chamorro” rather than as “Guamanian”
yielded results for which there were no significant statistical differences.

1996 COMMUNITY CENSUS

The 1996 Community Census took place in seven tracts in Chicago, IL, and in the American Indian
reservations of Acoma, NM, and Fort Hall, ID. The community census tested the simplified enu-
merator questionnaire (SEQ), a questionnaire proposed for Census 2000 nonresponse follow-up
operations. Additionally, the community census used administrative records to augment the
Integrated Coverage Measurement (ICM) procedures.

The Chicago test site was the largest of the three with a mailout of 9,824 questionnaires. The Fort
Hall and Acoma Reservations had 1,903 and 935 questionnaires delivered, respectively. Two ques-
tionnaire types, DT-1A (rosterless) and DT-1B (extended roster) were included in the test. Replace-

ment questionnaires were not mailed.

Test site mail return rates for occupied housing units varied from a low of 39.0 percent in
Acoma, to a high of 47.7 percent in Fort Hall. The Chicago test site had a mail return rate of
41.9 percent.?s

Simplified Enumerator Questionnaire26

An interdivisional team at the Census Bureau developed the SEQ by making changes to the
enumerator questionnaire used in the 1995 Census Test. These changes included:

= No longer requiring enumerators to fill sex in a separate column.
= Incorporating a household screener question for origin.

= Revising the way the race question was asked.

95 Kenneth E. Merritt, U.S. Census Bureau, Decennial Statistical Studies Division, “1996 Community Census
Results: Mail Response Rates for the 1996 Community Census,” Memorandum No. 21, April 6, 1998.

96 Michael Tenebaum, U.S. Census Bureau, Decennial Statistical Studies Division, “1996 Community Census
Results: Evaluation of the Simplified Enumerator Questionnaire Based on Debriefings and Focus Group
Results,” Memorandum No. 1, June 2, 1997.

History: Census 2000 Chapter 2: Planning 73

U.S. Census Bureau



= Rewording the coverage questions.
= Revising the continuation sheet for households with more than five household members.

Enumerators using the SEQ during the community census found that despite some minor prob-
lems, the questionnaire was easy to use and worked well. The overall format, which involved a
topic-based approach, was well received and most of the enumerators were comfortable using the
questionnaire. Enumerators with 1990 census experience noted that the SEQ was a substantial
improvement over the questionnaire used during the 1990 census nonresponse follow-up
operations.

Use of American Indian Administrative Records®?

The 1996 Community Census tested the use of administrative records to augment the Integrated
Coverage Measurement (ICM) procedures. Building on experience gained in the 1995 Census Test,
the 1996 Community Census attempted to acquire, generally, only national files. Since American
Indian reservations were not included in the 1995 Census Test, Fort Hall and Acoma were chosen
so that ICM procedures could be tested on reservations along with testing tribal rolls as an admin-
istrative list to be used in the census.

The use of administrative records in the 1996 test differed slightly from their use in the 1995
Census Test (see above section, “1995 Census Test”). As in 1995, all administrative lists were
combined and unduplicated to create one database of administrative records persons for each
census site. In 1995, the Census Bureau conducted the ICM interview comparing the new ICM ros-
ter to the census and then compared the final roster to the administrative records database. For
1996, unduplicated administrative records persons28 who could be assigned to a census housing
unit were included in the computer-assisted personal interviewing (CAPI) instrument. By doing
this, the Census Bureau expected to obtain the most complete household roster possible during
the ICM interview.

Generally, the Census Bureau expected that the acquisition of tribal rolls would be beneficial in a
number of ways, the most notable being the possible reduction of the undercount in the two
American Indian sites involved in the community census. The Census Bureau also used the test as
an opportunity to match tribal rolls to other administrative lists, including Internal Revenue
Service and Medicare files, to determine what, if any, additional coverage benefit the tribal rolls
could provide when compared to these national files.

Although the Census Bureau anticipated learning much about the benefits of tribal records for
administrative list building, the outcome of the 1996 Community Census was entirely different.
The Census Bureau found that negotiations with tribal governments were quite lengthy despite
some willingness to cooperate. On the Fort Hall Reservation, the negotiations did not produce an
agreement. As a result, the Census Bureau was unable to acquire the tribal rolls or any other
administrative lists from the Shoshone-Bannock Tribes of the Fort Hall Reservation. After lengthy
negotiations, the Census Bureau did gain access to the tribal enrollment record for the Pueblo of
Acoma; however, it arrived too late to be included in the ICM use of administrative records in the
census test. Access to the Food Stamp or Food Distribution Program records on Indian reserva-
tions was not allowed.9°

97 Sandra Lucas, U.S. Census Bureau, “1996 Community Census Results: Acquisition of Tribal Rolls for
Census Use in the 1996 Community Census in American Indian Site,” Memorandum No. 3, Administrative
Records Research Staff, June 2, 1997. See also, Elizabeth M. Sweet, “Using Administrative Record Persons in
the 1996 Community Census,” Proceedings of the Survey Research Methods Section, American Statistical
Association, 2000, pp. 416-21.

98 The administrative records persons were not a source of direct person adds to the census counts.

99 Both tribal governments appeared to carefully consider the request to acquire their tribal rolls and other
administrative lists. The Census Bureau requested a response from each tribal government of approximately
1 month from the date of the original request. It was more than 2 months before the first definitive response.
Both tribal governments expressed concern about the privacy of their records in Census Bureau hands. Fur-
thermore, they expressed doubt that their records would be useable by the agency. As a result, the Shoshone-
Bannock Tribes (Fort Hall) denied access. Although the Pueblo of Acoma Tribe eventually consented to the use
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As a result of its experience trying to access American Indian tribal records during the 1996
Community Census, the Census Bureau concluded that changes must be made when dealing with
the nation’s autonomous American Indian and Alaska Native governments. The lessons learned
(which would later be integrated into the Census 2000 Dress Rehearsal and Census 2000
programs) included:

= Allowing a longer lead time to negotiate for tribal rolls and other tribal records.

= Preparing a letter from the Census Bureau’s Director to the tribal governments’ highest elected
official requesting cooperation and the use of tribal records.

= Preparing materials specifically for American Indian and Alaska Native sites that clearly
explained the use of and need for tribal records in the census, and emphasized the privacy
protections the Census Bureau would provide for tribal records.

= Preparing a draft memorandum of understanding to be used by the Census Bureau’s regional
offices when negotiating with tribal governments for their membership rolls and other tribal
records.

= Conducting presentations by Census Bureau staff to tribal government officials and tribal
liaisons that provide an overall view of census programs and operations and clearly show the
integration of the different Census Bureau programs and operations.

1997 NATIONAL CENSUS TEST

As a result of fiscal year 1997 budget constraints, the Census Bureau’s Management Integration
Team1'90 recommended halting the 1997 test. Survey operations were ordered to begin an “orderly
shut-down” on July 3, 1997.

Plans for the 1997 National Census Test (NCT) included the mailout of eight versions of the cen-
sus questionnaire to about 40,000 households. Five of these forms were scheduled to be versions
of the short-form and the remaining three were versions of the long-form questionnaire. During
the 1997 test, the Census Bureau planned to: (1) assess the effect of icons and benefit messages
on response; (2) compare differences in response rates when using a booklet version and a fold-
out short-form questionnaire; (3) determine if the absence of the roster on the long-form question-
naire would have an effect on response rates; and (4) assess the effect an “official” and a “market-
ing” envelope would have upon response rates.

The Management Integration Team authorized the transfer of the 1997 NCT budget to higher
priority projects, including the Lockheed Martin Data Capture System 2000 contract and equip-
ment and telecommunications expenses for the regional census centers.

DUAL-TRACK CENSUS PLANNING

The Census Bureau’s plans and tests for Census 2000, through 1996, all assumed that the agency
would use statistical sampling to supplement the returns from the census. By 1997, opposition

to statistical sampling by the congressional majority was steadily mounting, and there was a push
to require the Census Bureau to develop a plan that relied solely on traditional enumeration
techniques.

In the fall of 1997, with the threat of a stalemate between Congress and the administration in the
debate over the use of statistical sampling in the census, a compromise was reached in the fiscal
year 1998 Department of Commerce appropriations bill that President Clinton signed into law.'01

of their records, the delay precluded their use during the 1996 Community Census Test. Despite the delay in
receiving the records from the Pueblo of Acoma, they were later used for further research into the type of
information contained on the list and its coverage.

100 The Management Integration Team (MIT), an assembly of the division chiefs involved with census
planning.

101 pyublic Law 105-119, 105th Cong., 1st Sess. (1997), Departments of Commerce, Justice, and State,
the Judiciary and Related Agencies Appropriations Act of 1998.
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The legislation allowed the Census Bureau to continue to plan for the use of sampling, but it also
required the agency to plan for a census without statistical sampling. Thus, the Census Bureau
was required to undertake dual-track planning.102

The law also sought to provide an opportunity for expedited judicial review of the legality and/or
constitutionality of using sampling methods to produce population figures for apportionment or
redistricting purposes. Additionally, the statute established the U.S. Census Monitoring Board'03 to
oversee the planning and conduct of Census 2000. Also as part of the compromise, but not con-
tained in the text of the enacted legislation, the agency had to modify its plans for the Census
2000 Dress Rehearsal (conducted in 1998) to include one site that would test methods that would
be used in a nonsampling census.!04

THE CENSUS 2000 DRESS REHEARSAL

The purpose of the dress rehearsal program was to test all of the various operations planned for
Census 2000 to ensure that they would work properly in a full-scale enumeration. The agency
regarded a good dress rehearsal as crucial to the success of Census 2000 and sought to make
sure that the dress rehearsal was as much like the actual census as possible. Toward that end, the
dress rehearsal included operational testing of the headquarters, regional census center, local
census office, and data capture center procedures and systems. Census Day for the dress
rehearsal was April 18, 1998.

While the Census Bureau did as much as it could to simulate all of the procedures involved in a
full-scale census, there were some differences. For instance, the dress rehearsal did not have a
100 percent block canvass of the address list as was conducted during Census 2000. Despite
such limitations, the dress rehearsal did help the Census Bureau evaluate its plans for Census
2000.105

The Census Bureau chose three test sites—Columbia, South Carolina and 11 surrounding counties;
Menominee County in northeastern Wisconsin, and Sacramento, California—that it believed pro-
vided a good operational demonstration of Census 2000 procedures and systems.

The first site, Columbia, SC, and eleven surrounding counties (Chester, Chesterfield, Darlington,
Fairfield, Kershaw, Lancaster, Lee, Marlboro, Newberry, Richland, and Union), represented an area
that had a mix of house number and street name, rural route, and box number address types.
This site had a relatively large proportion of African Americans. While the Census Bureau originally
planned to use statistical sampling in this area to test how well these procedures reduced the dif-
ferential undercount, the agency chose to use this site to test traditional enumeration methods to
comply with the agreement reached with the congressional leadership.'96 This area had a 1990
population of 655,066, and a housing count of 253,285.

The second site, Menominee County, WI, was selected because it contained the Menominee Ameri-
can Indian Reservation and had been suggested for inclusion in the test by the Census Advisory
Committee on the American Indian and Alaska Native Populations. It was chosen by the Census

192 |n late November 1997, Congress passed H.R. 2267, the Commerce, Justice, State Appropriations Act
and it was signed by President Clinton. The President originally vetoed H.R. 2267; however, he agreed to sign
it after a compromise regarding the issue of Census 2000 was worked out between the administration and the
House of Representatives.

In the compromise language of H.R. 2267, the House created the right to bring a lawsuit in Federal District
Court (to be heard by a three-judge panel, at least one of whom was a circuit judge) by the two Houses of
Congress, Representatives, Senators, and any resident of a state whose congressional representation could be
changed as a result of the use of a statistical method. In addition, it allowed for a particular lawsuit to be filed
by the Speaker, “on behalf of the House of Representatives,” with the Office of the General Counsel of the
House of Representatives to represent the House in such civil action. Therefore, the House was funding the
Speaker’s lawsuit. Furthermore, H.R. 2267 allowed for any party to such a lawsuit to appeal the Federal District
Court ruling directly to the Supreme Court, bypassing the U.S. Court of Appeals.

103 The U.S. Census Monitoring Board was composed of appointees from the administration and the House
and Senate majority leadership.

104 For a more detailed summary of the provisions of PL. 105-119 representing the compromise on the
sampling issue and the outcome of the court cases regarding sampling, see Chapter 11, “Legal Issues.”

105 Bureau of the Census, “Census 2000 Dress Rehearsal Report Card: Evaluation of the Standards for
Success,” February 1999.

106 See earlier discussion on dual-track planning.
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Bureau to test how well sampling reduced the differential undercount on American Indian reserva-
tions; these areas had a 12 percent net undercount rate in the 1990 Census. The 1990 population
for this area was 3,890, and the housing count was 1,742.

The third site, Sacramento, CA, was chosen for its population diversity. The site offered the oppor-
tunity to apply sampling techniques that were designed to reduce the differential undercount and
to test how well the agency’s enumeration plan for Census 2000 would capture all components of
the population. Another reason that the Census Bureau chose Sacramento was that it was a pri-
mary media market, which allowed the agency to analyze the advertising campaign. The city’s
population in 1990 was 369,365, with a housing count of 153,362.

The Census Bureau began preparing for the dress rehearsal during the summer of 1996. The
agency started to work with local officials and community-based organizations in each of the
three sites and began to plan and build the various infrastructures needed for the dress rehearsal.
These activities included refining the geographic database, building and refining the address list,
and working with community and tribal organizations to plan outreach and promotion efforts.

Master Address File (MAF)

A master address file (MAF) was created that included the address or geographic location for
every housing unit and group quarters in the Census 2000 Dress Rehearsal sites. The foundation
for the MAF was the 1990 Census address list—the 1990 Address Control File (ACF). The ACF was
merged with the delivery sequence file (DSF) of the U.S. Postal Service (USPS), and the combined
address file was supplemented by information provided by local officials and by address listing
operations.’07 In 1997, the MAF building process was modified to rectify several problems. How-
ever, many of these modifications were not in place by the dress rehearsal (for more on the MAF
development, see Chapter 8). Hence, the MAF building process developed for the dress rehearsal
was not the same as the one used in Census 2000. The main operations that were added to the
MAF building process for Census 2000 were a 100 percent block canvass for city-style address
areas and a quality assurance review in non-city-style areas. In block canvassing, listers checked
the addresses in their assigned areas against those on the MAF, making additions and deletions as
necessary.

In addition to the 1990 address control file (ACF) and the Postal Service’s delivery sequence file
(DSF), the pre-census MAF development drew on data from several other operations. These
included Targeted Multiunit Check, Targeted Canvassing, Local Update of Census Addresses,
Postal Validation Check, and Address Listing, among others.

The Targeted Multiunit Check compared discrepancies between the 1990 ACF and the DSF.
Enumerators visited the street addresses at these multiunit dwellings to ensure that the agency
had the correct number of units. The operation identified fewer than 300 new housing units out
of 31,681 housing units that enumerators canvassed at both the Sacramento and South Carolina
sites.

The Targeted Canvassing operation relied on the expertise of local officials to identify blocks that
were likely to have hidden housing units. Field staff walked these blocks in Sacramento and added
756 housing units as a result of canvassing 19,477; in South Carolina, this operation added 111
units after canvassing 5,803. Since there was a 100 percent block canvass for the MAF used in
Census 2000, the Targeted Canvassing operation was dropped.

One of the major programs in the MAF building process was the Local Update of Census
Addresses (LUCA) review, which took place between August 31 and September 17, 1997. In South
Carolina, 31 of the 60 governmental entities, representing 98 percent of the area’s 1990 housing
units, participated. The city of Sacramento recommended additions and corrections to existing
addresses and so did Menominee’s tribal governments. In South Carolina, the LUCA operation
accepted 43.2 percent of the 12,414 deletions, 56.3 percent of the 26,983 corrections, and

107 U.S. Census Bureau, “Census 2000 Dress Rehearsal Evaluation Summary,” August 1999, p. 2.
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12.6 percent of the 30,942 additions that were submitted. In Sacramento, the agency accepted
86.5 percent of the 4,528 corrections and 5.3 percent of the 2,918 additions submitted. In
Menominee, the agency accepted 60.7 percent of the deletions, 97.6 percent of the 289 correc-
tions, and 100 percent of the additions submitted.

The dress rehearsal produced useful information about how to run the LUCA program. Inadequate
instructions and procedures in the dress rehearsal LUCA resulted in large numbers of locally pro-
posed address adds, corrections, and deletes that did not meet the agency’s requirements. Sub-
missions from the local governments included errors such as incomplete address information and
out-of-jurisdiction changes.

One serious problem was the confusion experienced by local officials in non-city-style areas as
they tried to review and verify the address descriptions provided by the Census Bureau. For
example, “Rt. 2, Box 19” was difficult to match with “white house with green shutters and picket
fence.” This led the Census Bureau to revise its LUCA procedures for areas where non-city-style
addresses occur. Another problem was that the Census Bureau provided local officials with
addresses from surrounding jurisdictions in expectation that this would help local officials ensure
all addresses were covered. Instead, this operation led to substantial confusion on the part of the
local officials and they tried to delete the units outside of their jurisdictions.

Several changes were applied to the LUCA process through a second round of updates from local
and tribal governments. In this second round of updates, time constraints kept the field staff from
doing a thorough review and the Census Bureau generally accepted everything submitted. This
was problematic because it led to an erroneous number of addresses in the MAF, which were
costly in dollars, staff resources, and census errors. Changes were made to the LUCA program for
Census 2000 to incorporate the information from the dress rehearsal. The Census Bureau changed
the approach to LUCA for areas with non-city-style addresses by allowing LUCA reviewers only to
challenge block counts rather than add, delete, and correct individual addresses in blocks with
non-city-styles. These areas did, however, continue to be provided the individual addresses,
regardless of their being non-city-style, for review.108

One challenge that the agency faced during the dress rehearsal was whether it would be able to
process and add new city-style addresses from the Postal Service’s Postal Validation Check prior to
questionnaire mailout. For this operation, the USPS returned information about addresses that the
MAF was missing, addresses that needed corrections, and addresses that did not exist. Only infor-
mation about missing addresses was used. The operation led to a significant number of deletions:
in Sacramento, 75.7 percent of the 12,551 addresses were deletions, while 67.3 percent of South
Carolina’s 4,856 addresses covered by the operation were deletions. The timing of the Postal
Validation Check meant that block codes were not assigned to some new addresses in time to put
the questionnaires in the mail stream. So, some addresses were included for the first time in the
nonresponse follow-up operation.'09

The update/leave operation, conducted in Menominee and parts of South Carolina, was another
source of addresses. For this operation, enumerators canvassed each block in their area, match-
ing, updating, and deleting addresses from their address list and delivered a dress rehearsal ques-
tionnaire to each address. Of the 2,060 listings from Menominee, there were 96 new addresses,
566 corrections, and 87 deletions. Of the 66,704 addresses listed in the South Carolina site, 4,331
were new addresses, 7,543 were corrections and 4,225 were deletions.!10

Be Counted forms provided another source of late address adds. Many of the addresses added
by this operation were not geocoded''! in time to be included in the dress rehearsal at all. In the
Sacramento site, 84.3 percent of the 1,575 Be Counted cases were properly geocoded, but only
68.3 percent of these were geocoded in time for inclusion in the dress rehearsal. In South
Carolina, 91.7 percent of the 661 cases were geocoded in time for inclusion, while in Menominee

108 .S. Census Bureau, “Census 2000 Dress Rehearsal Evaluation Summary,” August 1999, pp. 5-6.

109 |hid., p. 6.

110 bid., p. 23.

11 Geocoding is the process of assigning an address location identified by one or more geographic codes,
e.g. a census block.
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76.9 percent of the 13 cases were completed in time. Identifying this problem during the dress
rehearsal allowed the Census Bureau to correct it in time for Census 2000.

Dress rehearsal evaluations identified several deficiencies in the MAF building process that could
be corrected for Census 2000. However, few of the individual operations were assigned variables
that would have identified how each contributed to the overall address list. Address adds and
deletes were not linked to specific operations, so the agency was unable to establish a base
against which to measure the relative impact of each operation. This problem was corrected for
Census 2000.

The Census Bureau planned to conduct a housing unit coverage survey to test the completeness
of the MAF but canceled it due to concerns about diverting resources from Census 2000 planning.
The agency also recognized that it would gain little of value from an evaluation of the survey,
because the survey process was thoroughly revised for Census 2000. Instead of relying on the
housing unit coverage survey, the agency generated a preliminary picture of housing unit cover-
age by analyzing the results of two different operations. The first results came from the initial
housing unit match of the Integrated Coverage Measurement/Post-Enumeration Survey (ICM/PES)
programs (see below for details). This operation, which took place in the spring of 1998, matched
and reconciled the housing units from the MAF with units identified on an independent address
list created for ICM/PES. The second involved studying the volume of added and deleted units fol-
lowing that initial match. Taken together, the results of these two operations provided at least a
limited indication of housing unit coverage.

Using the returns from these two studies, the Census Bureau evaluated MAF coverage for each site
against standards that were based on the 1990 Housing Unit Coverage Study. The agency deter-
mined that in Menominee, the MAF coverage was at least as good as the net housing coverage
goal of 96.8 percent or better; the net undercount rate there was 0.0 percent. For the Sacramento
site, the Census Bureau was unable to determine whether it had met its net housing coverage goal
of 98.5 percent or better; the site had a net overcount of 0.5 percent, yet there were indications
that the standard may not have been met. The number of additions and deletions following the
initial housing unit match indicated that the net undercount could have been sufficiently changed
by subsequent operations to prevent the agency from meeting the standard. The MAF of the South
Carolina site did not meet the coverage goal of at least 98.5 percent; the net undercount of hous-
ing units after the initial housing unit match was 10.5 percent. These results reinforced the agen-
cy’s decision to redesign the MAF building process.

The lack of a 100 percent block canvass was partially responsible for deficiencies in the dress
rehearsal MAF for mailout/mailback areas; this operation was conducted for Census 2000. The
Census Bureau also added quality assurance for non-city-style address listing and redefined the
delete rules, both of which improved MAF coverage and quality for Census 2000.

Mailing Strategy/Response Options

The dress rehearsal employed the same response options (with the exception of Internet
response) that were later used during Census 2000. In addition to mailout/mailback and
update/leave, the dress rehearsal used Be Counted forms that were available in several public
locations for people to pick up, fill out, and mail back. Respondents also could provide their infor-
mation over the telephone through the Telephone Questionnaire Assistance (TQA) Program, which
used a toll-free telephone number. Less than 1 percent of respondents to the dress rehearsal were
counted by these two alternative response options.

Two basic questionnaire delivery methods were used during the dress rehearsal. The first was
mailout/mailback, which covered city-style addresses. Each address was sent four pieces of mail:
first, an initial notification letter that alerted people that a census questionnaire was coming in
time for the April 18, 1998 Census Day; next, the questionnaire itself; after that, a thank
you/reminder postcard; and, finally, a second “replacement” questionnaire. This technique was
used in Sacramento, CA, and for the portion of the South Carolina addresses with city-style mail
delivery (79 percent of addresses).
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In Sacramento, questionnaire delivery began on March 28, 1998, while questionnaire delivery to
the South Carolina site began on March 24, 1998. The reminder cards and replacement question-
naires were sent between April 3 and April 17, 1998, to all households in the mailout/mailback
universe.

The second method, update/leave, was used in areas with rural routes, box numbers, or other
non-city-style addresses. For this operation, Census Bureau employees delivered the question-
naires and concurrently updated agency maps and address registers to include any new street
addresses. This operation was used in the rural parts of the South Carolina site and all of the
Menominee, WI, Indian Reservation. The agency used both long and short questionnaires for each
of the sites and delivered them in the same proportion that was used during Census 2000.
Respondents were instructed to return completed questionnaires in the mail. As with the
mailout/mailback areas, update/leave areas were sent an advance notification letter prior to
receipt of their census questionnaire and a thank you/reminder card following it. The advance
notification and the reminder card were delivered by the U.S. Postal Service and were addressed to
“Postal Patrons” in the update/leave areas. Unlike the mailout/mailback areas, no second ques-
tionnaires were delivered to these addresses. The questionnaires were delivered beginning March
14, 1998, and reminder cards were sent between April 7 and April 11, 1998. In Menominee, the
mail response rate was 39.4 percent (all update/leave). The update/leave portions of the South
Carolina site had a 47.8 percent response rate.

Following the dress rehearsal, the Census Bureau decided not to employ the replacement ques-
tionnaire in Census 2000.''2 For each of the sites, a majority of all mail respondents returned
their completed questionnaire by Census Day; 74.9 percent in Sacramento, 74.6 percent in South
Carolina, and 78.8 percent in Menominee. Most respondents used the original questionnaire since
the replacement was not delivered until around Census Day. While the replacement questionnaire
increased the overall response rate, 56 percent of those that were returned to the agency came
from households that had also returned the initial questionnaire. Of the responses from house-
holds that returned both, 86.8 percent in Sacramento and 88.3 percent in South Carolina were
identical on the initial and replacement. The improvement in the mail response rate due to the
replacement questionnaire was just over 8 percent in South Carolina and about 7.5 percent for
Sacramento. However, the sheer volume of duplicates that the Census Bureau believed could have
been returned from a general mailing of replacement questionnaires threatened the quality of
Census 2000.

The Census Bureau also tested non-English-language questionnaires during the dress rehearsal.
To areas with high concentrations of Spanish or Chinese households, the agency sent both the
English and non-English questionnaires. The Spanish-language questionnaire was returned by
4.9 percent of households that received a Spanish questionnaire. The Chinese version was
returned by 7.1 percent of the households that received a Chinese questionnaire. The small pro-
portion of respondents who used the non-English questionnaire demonstrated that either the
agency needed better methods to select the targeted areas or that special language forms were
not needed by many respondents. The agency experienced difficulties with matching English- and
non-English-language questionnaires with the same identification codes and placing both in a
single envelope. This was a labor-intensive and time-consuming process that was prone to error,
so the Census Bureau decided not to conduct a similar operation for Census 2000. Instead it
opted to mail an English-language questionnaire to all households and offer the option of
requesting 1 of 5 different language questionnaires by responding to the advance letter. The five
languages were Chinese, Korean, Spanish, Tagalog, and Vietnamese. The agency also planned to
have language guides''3 in at least 49 languages for Census 2000.

During the dress rehearsal, the Census Bureau tested another response option, Be Counted forms.
These forms offered a response option to people who may not have received a census question-
naire or who believed that they were not included on one. Be Counted forms also allowed people

12 Coupled with the experience of the dress rehearsal, replacement questionnaires also were not
employed because of the time, space, and cost requirements of identifying, preparing, and mailing replace-
ment questionnaire packages.

113 Language guides assisted non-English speaking households by walking them, question-by-question,
through the questionnaire to enable them to provide their responses.
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who had no usual residence on Census Day to be counted in the census. Local government offi-
cials, community groups, and local census officials helped the agency to identify locations at
which to make the Be Counted forms available; these locations included local businesses, commu-
nity organizations, libraries, post offices, grocery stores, and churches. These forms were printed
in English, Spanish, Cantonese, Viethamese, Mien, and Russian. The Be Counted campaign began
on April 16, 1998, for all three sites and ended on May 1 for Sacramento and Menominee, and on
May 14 for South Carolina. There were 218 Be Counted distribution sites for Sacramento, 183 for
South Carolina, and 16 for Menominee.

When Be Counted responses were received, they were geocoded and verified. Addresses for indi-
viduals listed on the form were searched to guard against the possibility of duplicate enumera-
tions. Those Be Counted forms without an address and for which the respondents indicated that
they had no usual address on Census Day were included in the service-based enumeration
process. Overall, 1,707 people'’4 who otherwise would have been missed, were added by

Be Counted forms. In Sacramento 1,575 Be Counted forms were submitted which resulted in 907
geocodable addresses; of these, 343 had information for 870 people who would have been
missed. In South Carolina, there were 783 responses with 606 geocodable addresses; of these,
337 contained information for 821 people who would have been missed. In Menominee,

21 responses yielded 10 geocodable addresses; of these, 5 had information that added 16 people
who would have been missed. In addition to the 1,707 people added at these addresses,

85 people were added by Be Counted forms via the service-based enumeration operation.''s

Fewer people than anticipated were enumerated by Be Counted forms, in part due to problems
with the geocoding, processing, and unduplication operations that removed responses for reasons
such as “nonexistent housing unit” or “duplicates another response.” Many forms did not arrive in
time to be included in the Dress Rehearsal because it took too long to process them prior to non-
response follow-up. While these forms were discarded, many of the addresses may have received
a visit during nonresponse follow-up. For Census 2000, the Census Bureau improved the way it
accounted for Be Counted forms by improving or automating several operations, particularly
check-in, geocoding, and field verification of addresses that did not match those on the MAF.

The agency also consulted with its partners to determine the best locations for Be Counted forms.
One residual issue was that Be Counted forms had higher item nonresponse rates which
decreased data quality when compared to responses from other mail returns.!16

Telephone Questionnaire Assistance (TQA) offered another response option during the dress
rehearsal. This operation (managed and staffed by Census Bureau employees during the dress
rehearsal), began at the same time as update/leave and remained available through nonresponse
follow-up. The TQA was conducted from the Census Bureau’s Tucson, Arizona, telephone call cen-
ter and served callers from all sites in the same manner; it was not designed to differentiate
among callers from the three dress rehearsal sites.

The TQA allowed the agency to field questions from the public regarding what the census was,
why it was being conducted, and how to complete the questionnaire. Respondents could use the
system to request that a form be sent to them, or they could provide their short-form question-
naire data by completing a telephone interview with a census operator. There were three compo-
nents of the TQA operation. Calls first were fielded by an Interactive Voice Recognition (IVR) sys-
tem that was designed to collect an address so that a questionnaire could be sent to the caller. For
callers who required direct assistance, the automated system re-routed the call to an interviewer

114 A coding error resulted in some people being incorrectly attributed to Transient Night (T-Night) opera-
tions instead of Be Counted. See “Service-based enumeration.”

115 U.S. Census Bureau, “Census 2000 Dress Rehearsal Evaluation Summary,” August 1999, pp. 40—41.

16 Although the data quality from Be Counted forms was less when compared to mail returns, the Census
Bureau deemed it more important to deal with the quality issue and count these people as they likely would
have been missed by other enumeration methods.
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who evaluated the reason for the call, coded the reason, and provided assistance to the caller.
Census information could be provided over the telephone for short-form questionnaire
recipients.!!?

The automated system was able to collect addresses from callers so that replacement question-
naires could be sent. The system used three methods to collect addresses. The first used the call-
er’s telephone number to match to a database of residential addresses; these callers merely had to
verify their house number and street name. The second method prompted the caller to provide a
complete mailing address via the IVR, while the third required an operator to collect the complete
address. Overall, these three methods yielded correct addresses 89 percent of the time (91.3 per-
cent for telephone number match, 89.3 percent for those taken by voice capture, and 82.2 per-
cent of those taken by an operator). The first two methods were limited to capturing city-style
addresses, which were more likely to match to the MAF. Of the callers who requested a form and
who had a city-style address, 69 percent returned a questionnaire, though most returned their
original form. About 20 percent of all callers requested a questionnaire; 17 percent made the
request through the IVR, while the remaining 3 percent did so through an operator. Of those
requesting a questionnaire, 85 percent returned the original questionnaire that was mailed to their
address rather than the replacement they requested. Very few opted to provide their information
over the telephone through an operator; in all three sites combined, there were just over 100 TQA
interviews. Despite the low usage by respondents, the Census Bureau’s stakeholders requested
that the system be maintained for Census 2000.

The Census Bureau used these two alternative data collection methods (Be Counted forms and
Telephone Questionnaire Assistance) in order to reach populations that were expected to have
language difficulties and to provide a last resort for people who believed that they had been
missed by the count. The agency feared that when it enumerated people through these alternative
methods that it would lose long-form data. While TQA respondents were assigned the long-form
questions on a sample basis, Be Counted forms were all short-form questionnaires. The overall
loss of sample data from alternative data collection methods and other reasons was 0.9 percent in
South Carolina, 1.2 percent in Menominee, and 1.4 percent in Sacramento. However, the loss by
alternative data collection methods alone was limited; 0.0 percent for South Carolina and
Menominee, and 0.4 percent in Sacramento.'18

Advertising

In order to raise awareness and stimulate response to Census 2000 among the general population
and hard-to-enumerate groups, the Census Bureau planned an extensive advertising and market-
ing campaign. Census 2000 marked the first time that the Census Bureau decided to use paid
advertising (in earlier censuses, the agency relied on pro bono advertising to encourage response).
While the advertising campaign and marketing program were used in all three test sites, quantita-
tive evaluations of the ad campaign were carried out only for Sacramento and South Carolina.

The advertising program included advertisements delivered through television, radio, newspa-
pers, magazines, and out-of-home media (billboards, bus shelters, posters, mobile billboards, and
ads on shopping carts, in beauty salons, convenience stores, and check-cashing establishments,
etc.). The Census Bureau also conducted a special school-based public information campaign.

Evaluations covered two aspects of the campaign’s effectiveness. The first studied changes in cen-
sus awareness, attitudes, and knowledge before and after the campaign. The second analyzed the
relationship between exposure to the advertising campaign and likelihood of returning a com-
pleted questionnaire. These evaluations determined that the campaign both increased awareness
and demonstrated that those who expected a census questionnaire were more likely to return it.
While the evaluations concentrated only on the efforts of the paid advertising campaign, the effect

117 As the cut-off date for telephone nonresponse follow-up neared, callers were encouraged to submit
their information by telephone (instead of mailing a replacement questionnaire) so as to avoid the household
receiving a mailed replacement questionnaire and a nonresponse follow-up enumerator’s visit at approximately
the same time and risking duplication of the household.

118 7akiya T. Sackor, “Census 2000 Dress Rehearsal,” Proceedings of the Survey Reseach Methods Section,
American Statistical Association, 1999, pp. 761-65.
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of other promotional activities certainly influenced people’s awareness of the census. These activi-
ties included independent promotional and advertising efforts sponsored by local partners and
the receipt of census materials (including the pre-notice letter, census forms, and the reminder
postcard).

Before and after the media campaign, the Census Bureau conducted a telephone survey of both
Sacramento and South Carolina residents to determine their awareness, attitudes, and knowledge
of the dress rehearsal. Within the sample households, the household member who was respon-
sible for opening the mail was interviewed. Interviewing began on February 10, 1998, leaving
only 19 days to complete the interviews before the media campaign began. The pre-campaign
survey allowed for only a short field collection period, so as a result the response rates were
much lower than those achieved by the post-campaign survey. For the pre-campaign survey, the
response rate in Sacramento was 25 percent and 28 percent in South Carolina. In contrast, the
post-campaign response rate was 54 percent in Sacramento and 64 percent in South Carolina. The
awareness study showed that in Sacramento, people’s awareness of the census increased from

28 percent (158 people out of 565 respondents were aware) before the ad campaign to 80 percent
(1,203 people out of 1,504 respondents) after it. In South Carolina, awareness rose from 29 per-
cent (237 people out of 817 respondents were aware of the census) before the campaign to

89 percent (1,340 people out of 1,506 respondents) after it. These results were in line with the
agency’s goal of increasing awareness by at least 30 percent in both sites.

The advertising campaign began the first week of March and ran through the last week of June,
for some media. While awareness was highest among non-Hispanic Whites and those with higher
levels of education and income, significant proportions of low income and education groups and
targeted race and ethnic groups were found to have been exposed to the campaign. The most
effective medium for reaching respondents was television, reaching larger proportions of each of
the targeted subgroups than any of the other media. The television campaign reached 62 percent
of respondents in Sacramento and 68 percent of respondents in the South Carolina site. Mean-
while, magazine ads were the least effective medium, reaching only 13 percent of the population
in Sacramento and 16 percent in South Carolina.

The study also found a positive relationship between reported advertising exposure and level of
census knowledge, even when controlling for other factors such as race/ethnicity, income, and
education. However, non-Hispanic Whites still had significantly higher levels of census knowledge
after the campaign compared to the targeted race and ethnic groups. In addition to awareness
about the census, level of civic participation and expectation of receiving a census form both were
strongly associated with the likelihood of mailing back the completed questionnaire. While the
agency did not find a direct relationship between advertising and response behavior, the analysis
suggested that advertising may have had an indirect effect on behavior by making people expect
the questionnaire, which in turn was associated with a higher likelihood of returning it.

Data Collection and Field Infrastructure

Not all households responded to the dress rehearsal via their original questionnaire or through
alternative response options such as Be Counted forms and Telephone Questionnaire Assistance.
The Census Bureau conducted a nonresponse follow-up operation to collect census information
from these nonresponding households.

Finding and collecting data from nonrespondents was one of the most difficult and costly opera-
tions of the census. In order to obtain an accurate count of nonrespondents while reducing costs,
the Census Bureau planned to employ statistical sampling. A budget agreement between Congress
and the Clinton Administration (see “Dual-Track Census Planning”) stipulated that one site had to
use a full nonresponse follow-up, so sampling for nonresponse follow-up was used only in
Sacramento.!?

Housing units for which questionnaires were not checked in by May 7, 1998, were placed in the
nonresponse follow-up universe for each site. The agency conducted a full nonresponse follow-up

119 The small size of the Menominee County, WI, population prevented sampling for nonresponse
follow-up.
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in South Carolina and Menominee beginning on May 14, 1998. The agency completed this opera-
tion on June 26, 1998, for Menominee, and on July 2, 1998, for South Carolina.

In Sacramento, nonresponse follow-up collected census data from only a sample of housing units
in the nonresponding universe. The sample was designed so that each census tract reached a final
completion rate of at least 90 percent. For example, a tract that reached an initial completion rate
of 85 percent would be sampled at the rate of 1-in-3 nonresponding housing units in order for the
final completion rate to reach 90 percent. Through statistical estimation techniques, responses
from all of the other nonresponding households were derived from the sample responses. House-
holds that were added to the address list too late to be sent a questionnaire were included in the
nonresponse follow-up universe. The agency completed this operation in Sacramento, CA, on
schedule on June 26, 1998.

Before applying sampling methods, the agency made a concerted attempt to contact nonrespond-
ing households. Enumerators were required to make six attempts to collect data, three by per-
sonal visit and three by telephone. If household residents were unreachable, enumerators were
allowed to interview knowledgeable people who did not live in the housing unit to collect “proxy
data.” If an enumerator was unable to get any data on a household, and was unable to determine
whether it was vacant or occupied, they listed it as an “unclassified unit.” Final attempt proce-
dures began once an area reached a 95 percent completion rate for nonresponse follow-up.!20

The dress rehearsal was the first time that enumerators specifically indicated that a response was
obtained by proxy, hence it was the first time that the agency directly measured proxy use. While
the agency hoped to rely on proxy data for no more than 6 percent of the nonresponding universe
(based on 1990 census data), the actual rates were significantly higher. Proxy data were used for
20.1 percent of the occupied nonresponse follow-up universe in Sacramento, 16.4 percent in
South Carolina, and 11.5 percent in Menominee.

In Sacramento, 8.9 percent of housing units in the nonresponse follow-up universe were enumer-
ated during final attempt procedures, while the other two sites met the 5 percent standard that
the agency established for final attempt cases.'2! The rate was higher in Sacramento, CA, because
enumerators failed to follow the operational rules for collecting final attempt data.’22 Because of
concerns about the low quality of proxy and final attempt data, the Census Bureau decided to
review the procedures for trying to conduct nonresponse follow-up interviews with household
members. As a result, the agency increased the training and quality assurance for nonresponse
follow-up.

At the end of nonresponse follow-up, almost all housing units were classified as occupied, vacant,
or deleted; only a very small proportion of housing units remained as unclassified. Due to the
number of lost forms and problems with the data capture and data processing processes, the
agency was unable to meet its goal, of no more than 0.05 percent of households listed as

120 Once a local census office reached an average 95 percent rate of completion during the nonresponse
follow-up operation, the regional director instructed the office to begin “final attempt” within 2 days. During
“final attempt” enumerators made one final visit to nonrespondent addresses that had been visited at least
two times and to some housing units for which only minimal data had been collected to complete as much of
the questionnaire as possible. If an address was only visited once, an enumerator made up to two additional
visits during “final attempt.” The intent of “final attempt” was to resolve all outstanding cases within a few
days, but nonresponse follow-up was not over until a questionnaire was completed and checked into the local
census office for every unit.

121 The rate for South Carolina was 3.2 percent and for Menominee, 0.1 percent.

122 Assuming that record keeping was accurate in Sacramento, CA, it appears that the “final attempt”
procedures—part of nonresponse follow-up—were not properly followed. Greater than 5 percent (8.9 percent)
of the nonresponse follow-up universe was enumerated during final attempt procedures. The intended rule
was that final attempt procedures for each crew leader district within the dress rehearsal site were not to
begin until 95 percent of the housing unit workload in that area had been completed.

Final attempt procedures were successful in South Carolina, as 3.2 percent of the housing units in the non-
response follow-up universe had their information obtained during final attempt operations. In Menominee,
either the final attempt procedures were not utilized or unnecessary, since only one questionnaire indicated
that it had been completed during final attempt operations. [C. Robert Dimitri, U.S. Census Bureau, Decennial
Statistical Studies Division, “Nonresponse Follow-up Operation,” Census 2000 Dress Rehearsal Evaluation
Memorandum Alb, April 1999.]
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unclassified. In Sacramento, 1.0 percent of the housing units in the nonresponse universe were
unclassified; the unclassified rate for South Carolina was 1.1 percent, and in Menominee, it was
0.8 percent.

Service-based enumeration. The Census Bureau included a service-based enumeration during
the dress rehearsal to collect data from people without housing who might have been missed by
the traditional procedures applied to housing units and group quarters. Enumeration sites
included emergency shelters, soup kitchens, and targeted non-sheltered outdoor locations, such
as outdoor encampments. Individuals who submitted Be Counted forms that listed “no address on
April 18, 1998” were included in the service-based enumeration universe. In general, the opera-
tion in the more carefully controlled sites appeared to be a successful way to include people with-
out housing in the census. A total of 1,615 people were added through service-based enumeration
across all three sites. In Sacramento, the Census Bureau enumerated 12 sites (11 shelters, one
soup kitchen),23 in South Carolina 19 (13 shelters, four soup kitchens, and two targeted non-
sheltered outdoor locations [TNSOLs]) and 2 TNSOLs in Menominee.

Service-based enumeration took place between April 20 and 22, 1998, beginning with emergency
shelters on April 20. At least one team of two enumerators went to each shelter, introduced them-
selves to the contact person, explained the enumeration process, and asked the contact person to
make an announcement to encourage participation. Participants received a Privacy Act notice in a
packet that also included a questionnaire, pencil, envelope, and for every sixth person, a long
form. Respondents were asked to complete and return their questionnaires in the envelope pro-
vided.

Soup kitchens were enumerated during the day and evening of April 21, 1998. The Census Bureau
sent teams of seven enumerators to each location, with multiple teams working at the larger loca-
tions. Upon arrival, the enumerators introduced themselves to the contact person, explained the
enumeration process, and asked the contact person to make an announcement to encourage par-
ticipation. Two members of the team conducted long-form interviews.

Enumeration at targeted nonsheltered outdoor locations took place on April 22, 1998. Census
partners provided a contact person to visit each of these locations along with enumerators. No
long forms were administered at these sites and enumerators were instructed to note age and sex
if they were unable to complete an interview.

The agency developed procedures to handle duplicate questionnaires from individuals providing
data from two locations. Questionnaires completed at a shelter were determined to be the primary
source if a respondent provided data both there and at a soup kitchen or TNSOL. If respondents
provided data at both a soup kitchen and a TNSOL, the more complete questionnaire was
regarded as the primary source. People who responded via Be Counted forms were allocated ran-
domly to shelters, soup kitchens, and TNSOLs for tabulation purposes. After enumeration and
unduplication, 96.9 percent of the 1,193 respondents to the service-based enumeration in
Sacramento were included in the dress rehearsal count; 86.1 percent of the 525 respondents in
South Carolina were included, and 100 percent of the seven respondents from Menominee were
included.

Coverage edit follow-up.'24 The Census 2000 Dress Rehearsal Coverage Edit Follow-up opera-
tion was a procedure to edit and correct enumeration data indicating household size on short- and
long-form mail return questionnaires. Errors in the data on household size resulted either from
data capture errors, caused by scanning or imaging problems, or from respondent errors. Data
capture audit resolution, a computer edit and computer-assisted review process, was expected to
resolve many, if not most, of the data capture errors affecting household size. The coverage edit
follow-up was designed to correct respondent errors resulting from the inadvertent omission or
duplicate listing of household members, the misunderstanding about who should be included on
a census form, or from a general failure to completely and accurately fill out the census form.

123 There were some TNSOL locations in Sacramento; however, they were incorrectly coded as Transient
Night (T-Night) enumeration locations. See, U.S. Census Bureau, “Census 2000 Dress Rehearsal: Evaluation
Summary,” August 1999, p. 56.

124 4.S. Census Bureau, “Census 2000 Dress Rehearsal: Evaluation Summary,” August 1999, pp. 58-59.
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Short-form questionnaire households needing coverage edit follow-up were identified by compar-
ing the count of household members at the beginning of the questionnaire (short-form person
count box) with the number of person panels filled plus the number of names entered on the
short-form roster (for persons 6—12). On long-form questionnaires, the coverage edit compared
the number of names on the household roster with the number of person panels filled. If these
measures of household size did not agree and the data showed that there were less than six
people in the household, the questionnaires failed the coverage edit and required follow-up. (Mail
return questionnaires with six or more people were included in the large household follow-up [see
below] and were ineligible for coverage edit follow-up.)

For each coverage edit failure, a telephone interview with a household member was attempted to
review the information about the count of the household members and the names of the people
listed on the form. When the follow-up interview was not possible, the household size was
imputed by choosing the maximum count of people, not to exceed a total of five, based on all
available data. A comparison between the household sizes determined through the follow-up
interviews and the household sizes that would have been imputed had follow-up interviews not
been completed demonstrated that the coverage edit follow-up had a substantial downward
impact on the net population count for forms that failed the coverage edit. Had the coverage edit
follow-up not been conducted, the mail return population would have been 0.3 percent higher in
Sacramento, CA, 0.6 percent higher in South Carolina, and 0.8 percent higher in Menominee
County, WI.125

Large household follow-up.'26 The Census Bureau unsuccessfully tested a large household
follow-up for the first time during the dress rehearsal. The questionnaires included spaces to
record information for up to five household members. Households with six or more members
were sent a follow-up questionnaire to collect the demographic data for “Person 6” and above in
these large households.

Fewer than one-third of large households for all three sites returned the supplemental question-
naire. Only two-thirds of the large households received the follow-up questionnaire and less than
one-half of those households returned them. In Sacramento, less than 31.1 percent of large house-
holds responded, while only 28.3 percent of large households responded in South Carolina, and
32.7 of those in Menominee. Low collection rates meant that information for additional household
members had to be statistically imputed. For example, in South Carolina, 1.9 percent of the mail
return population were imputed people and more than 70 percent of those people were imputed
in large households.

Certain population groups that tend to predominate in large households, such as children and
race/ethnic groups other than non-Hispanic Whites, had disproportionately high rates of imputed
data. For instance, in South Carolina, 4.8 percent of all young children (10 and under) versus
32.2 percent of those in the large household population were imputed in large households. The
results of this operation led the Census Bureau to revise the Census 2000 self-administered ques-
tionnaires to allow households to report information for up to six people, thus reducing the num-
ber of large households requiring follow-up. This follow-up was conducted by telephone rather
than a supplemental questionnaire to increase completion rates.

Recruiting, hiring, and training. The Census Bureau experimented with its staffing and pay
programs to ensure an adequate and stable workforce for nonresponse follow-up and other field
operations during the dress rehearsal. Recruiting and training a competent, motivated, and repre-
sentative staff of local enumerators who were available to work flexible hours, including evenings
and weekends, and were geographically distributed across areas of a site, may have been the
most important factor affecting the quality, length of time required, and overall cost of the field
data collection phase of the census.

125 As a result of the dress rehearsal, the Census Bureau designed coverage edit criteria for Census 2000
that were similar to those used in the dress rehearsal. The number of cases receiving a call was not capped as
it was in the dress rehearsal and all large households were included in the follow-up operation. For Census
2000, the coverage edit follow-up and the content follow-up for large households were integrated into one
operation.

126 .S. Census Bureau,“Census 2000 Dress Rehearsal: Evaluation Summary,” August 1999, pp. 60-61.
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The agency engaged in several recruitment activities. Most applicants reported hearing of the job
from a friend or through a census mailing (including recruitment postcards and the advance
notices to the questionnaire). Newspaper and radio advertisements, though used minimally,
proved to be only marginally effective at attracting applicants. In South Carolina, census mailings
were ranked the most important method of attracting applicants, while in Sacramento “friend or
relative” was the most frequent source cited for providing information about census employment.
Local partnerships with community centers and other organizations also were effective in attract-
ing applicants. In Menominee, the two most often cited sources of job information were “friend or
relative” and “federal, state, or tribal employment office.” Most applicants were selected 50 to 65
days after taking the test, but this lag varied; the average time between testing and recruitment
was 52 days in Sacramento, 81 days for the rural areas of South Carolina, and 61 days for the city
of Colombia, SC.

Throughout Census 2000 operations, the Census Bureau made a concerted effort to hire welfare-
to-work applicants, in an attempt to meet the hiring goals for federal agencies set by the
President. The Secretary of Commerce set a goal of 4,000 of these individuals to be hired by the
Census Bureau. At all three sites, the agency relied on its partners to help recruit applicants; the
primary partners in this effort were the Department of Social Services, the Supplemental Food
Program for Women, Infants, and Children, local churches, community action leagues, vocational
rehabilitation centers, and the Department of Veterans Affairs. Overall, the agency exceeded its
hiring goals during the dress rehearsal, though individual sites varied in their effectiveness. The
Sacramento site, with a hiring goal of 49 welfare-to-work employees, hired 200 people, while the
South Carolina effort employed 71 out of a hiring goal of 121, and Menominee met its hiring goal
by employing 2 welfare-to-work applicants. Welfare-to-work applicants were identified via a volun-
tary Office of Personnel Management form (1635). Partner agencies provided additional hiring
information. Some applicants chose not to identify their welfare-to-work status, so there may have
been more welfare-to-work hires than reported.

There were several hiring obstacles faced when trying to hire applicants. One problem with hiring
for field jobs was transportation. While this was minimized in Sacramento and South Carolina by
placing welfare-to-work applicants in office positions in the local census offices, it remained a sig-
nificant issue. Other applicants feared that by accepting a job their benefits would be reduced;
this was particularly problematic in South Carolina. The local partners there were more interested
in moving welfare recipients to longer term employment than in having people accept a short-
term position. In Sacramento, the time lag between recruiting and hiring led some applicant refer-
ral sources to lose interest in promoting dress rehearsal jobs. In addition, having to report to
headquarters and to referral agencies on the number of applicants tested and hired, completing
earnings reports as required by the state of California, and having limited space all posed further
obstacles.

Partner agencies worked with California’s Employment Services to automate hiring reports. This,
combined with the Sacramento staff’s preparation of test training manuals for applicants, helped
make the Sacramento site particularly successful in recruiting, testing, training, and hiring
welfare-to-work applicants. The Menominee site had applicants who faced additional problems,
such as lack of child care, a driver’s license, or a telephone. It also was a more competitive labor
market. Since Menominee was primarily an Indian reservation and the tribe did not require resi-
dents to have a driver’s license to drive on the reservation, most applicants were unable to meet
the agency’s requirement that applicants possess one. People without telephones were contacted
in person by Census Bureau staff.

The agency front loaded, or hired the staff for the entire nonresponse follow-up period in the
beginning, to ensure an adequate pool of ready workers for all of its field operations. Doing so
allowed the agency to meet or beat established deadlines for field operations and compensate for
attrition of temporary staff. The agency used data from the Pre-Appointment Management
System/Automated Decennial Administration Management System to track employee payroll and
hiring. The agency hoped to attract approximately ten times the number of applicants as there
were enumerator positions for nonresponse follow-up. The hiring goal was approximately twice
the number of authorized enumerator positions. In contrast, hiring for Integrated Coverage
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Measurement/Post-Enumeration Survey (ICM/PES) was equal to the number of positions, with
replacement enumerators hired as needed. Most recruits were considered eligible applicants; 70
percent in Sacramento, 83 percent in South Carolina, and 66 percent in Menominee. Relatively few
who were offered positions refused—5 percent in Sacramento, 2 percent in South Carolina, and 13
percent in Menominee. The agency had some success in retaining its nonresponse follow-up hires
through the training process; in Sacramento and South Carolina, 74 percent of those who began
the training completed it, while 79 percent did so in Menominee. In Sacramento, 88 percent of
trainees stayed on to receive an assignment, while 100 percent of those in South Carolina did so,
and 86 percent of those in Menominee.

Enumerator training was evaluated both by the Census Bureau and by an outside expert. While the
evaluation intended to look at trainee and trainer attitudes, trainee comprehension and skill devel-
opment, and post-training performance, most of the focus was on trainer and trainee attitudes.

Enumerators received training specific to the operation to which they were assigned. The training
materials were developed to be generic in nature and used in all geographic areas. There were
two key distinctions. Nonresponse follow-up enumerator training provided field experience and
feedback while ICM/PES did not, and the ICM/PES enumerators were provided with computer-
based training while the nonresponse follow-up enumerators were not. Overall, the enumerator
attitudes toward training were similar across sites and did not vary significantly between nonre-
sponse follow-up training and ICM/PES training. All were satisfied with the skill development pro-
vided, but both nonresponse follow-up and ICM/PES enumerators still felt underprepared to deal
with reluctant respondents. Nonresponse follow-up enumerators appreciated the field training, the
pace of the course, and the training video. However, they expressed a need for more map train-
ing, role playing, and guidance in completing the long form and following proxy procedures.
Observers noted that while enumerators claimed to be prepared to read the questions as worded,
many did not do so during actual interviews. Both sets of enumerators expressed dissatisfaction
with the explanation of how the supplemental pay system worked.

The Census Bureau evaluated how its new pay rates influenced its ability to recruit, hire, and
retain an adequate staff of enumerators. The agency analyzed how the pay rates affected produc-
tion and turnover, and examined the influence of supplemental pay. The wage rate of $12.50 per
hour in Sacramento and $10.50 in South Carolina was adequate to hire and retain an adequate
staff of enumerators. At both sites, nonresponse follow-up was completed on time and within
budget. Focus groups with enumerators, recruiters, and senior managers revealed that most
everyone viewed the agency’s pay package favorably; the package included high hourly pay, trans-
portation costs, and paying time in training. The agency also evaluated enumerator performance.
It found that those who were previously unemployed completed fewer cases on average than enu-
merators who had been employed part-time or were not in the labor force (retirees); the unem-
ployed also were quick to leave census jobs to take other work. The agency concluded that those
not in the labor force could be an effective recruitment pool. It also concluded that high wages
were crucial to getting these individuals to become enumerators. Further analysis suggested that
a decrease in the wage rate by $1.00 per hour would have increased the number of enumerators
who quit by 25 percent. The Census Bureau concluded that paying a wage rate at least 75 percent
of the prevailing wage rate is vital to recruiting part-time employees and individuals who are out
of the labor force. Dress rehearsal data suggested that nonresponse follow-up for Census 2000
could be improved by selecting enumerators who were willing to work at least 24 hours per week
for about 7 weeks and that all enumerators should be hired prior to the start of operations.

While it was clear that high wages were important to attract and retain enumerators, it was less
clear whether the supplemental pay entitlements had any influence on performance. A post-
nonresponse follow-up telephone survey of about half of all enumerators revealed that about 70
percent were very satisfied with the hourly pay, but only 32 percent were very satisfied with the
supplemental pay tied to the number of cases completed each week, and less than 20 percent
were very satisfied with the completion bonuses. The supplemental pay system was complex and
the payments were not timely. These findings suggested that the Census Bureau should not imple-
ment a supplemental pay system for Census 2000.
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The Census Bureau’s Equal Employment Opportunity (EEO) office established an automated system
to handle all employee and job applicant allegations of discrimination based on race, color, reli-
gion, sex, national origin, disability, age, and reprisal for participation in equal employment
opportunity protected activities. Initial complaints or contacts were logged into the tracking sys-
tem and EEO specialists from the agency tried to resolve the complaints and notify complainants
of their rights. A limited number of initial contacts during the dress rehearsal made it difficult to
evaluate the capacity of the process. A total of 14 complaints were entered between January 1
through June 30, 1998. Limited data made it impossible to predict how well the EEO process
would handle the projected Census 2000 caseload.

Logistics. The Census Bureau also evaluated its ability to provide the necessary office equip-
ment and furniture, operational forms, administrative forms, and other supplies needed by its
office and field staff. The assessment, based on surveys and supply reporting systems, focused
on the timeliness of opening field offices, the timeliness of receipt of supplies, and the adequacy
of the quantity of supplies. Supplies that were required to open and set up offices generally
arrived in a timely manner and in adequate quantity. In Sacramento, the local census office
needed a supplementary order of nonresponse follow-up supplies; in some cases, the original
quantities ordered were not received. In South Carolina, the initial order arrived on time and in the
precise quantities originally ordered; while there was insufficient detail from Menominee to evalu-
ate the supply ordering process. The resupply/reordering process was minimally adequate. In
South Carolina, reorders were sent by facsimile to the Charlotte regional census center, which
then placed an order with the General Services Administration (GSA). In some instances, the
Charlotte office staff did not forward the orders to GSA and site staff had to purchase supplies
locally. Limited data from the Sacramento and Menominee sites indicated that there were delays at
least in the Sacramento site. For all three sites, the inventory control system was effective; inven-
tory was checked and updated weekly.

Data Processing!27

Data processing for the dress rehearsal included: scanning to capture images; creating data files
by reading the images; editing and imputation; the Within-Block Search, which searched for people
to match across the block; the primary selection algorithm (PSA), which determined the data to be
used for each housing unit in the census; and the Invalid Return Detection operation.

Data capture. The data capture operation for the Census 2000 Dress Rehearsal utilized digital
imaging technology to capture responses from the census questionnaires. The image system con-
sisted of scanning the questionnaires to create image files. Optical character recognition (OCR)
software was used to interpret the handwritten responses, and optical mark recognition (OMR)
software was used to interpret the mark responses. The system was designed with a key-from-
image component to display responses on a computer screen to a keyer when the OCR software
was uncertain of the correct answer. If a questionnaire could not be scanned, it was sent to be
keyed from paper.

The evaluation study was only able to analyze data from the mailout/mailback short form ques-
tionnaire. Overall, the error rate for the transfer of data in check boxes (read by OMR) on the
short-form questionnaire was 0.8 percent. Of these errors, 21.9 percent were from added
responses that should not have been on the dress rehearsal response file, 52.8 percent were omit-
ted responses that should have been on the response file, and 25.4 percent had the wrong
response captured. Approximately 41 percent of the mark response errors may have been due to
the way the respondent answered the questionnaire, while another 25 percent were from ques-
tionnaires that were received but had no data on the dress rehearsal file. In cases where a respon-
dent marked more than one race or Hispanic-origin box, the error rate was significantly higher.
When respondents marked more than one race, the data capture system missed at least one of the
marks in 15.3 percent of the questionnaires. When respondents entered more than one mark on
the Hispanic-origin question, the system omitted at least one mark from 23.2 percent of the ques-
tionnaires. Taken together, these multiple mark response errors represented about 29 percent of

127 U.S. Census Bureau, “Census 2000 Dress Rehearsal: Evaluation Summary,” August 1999, pp. 72-78.
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the mark omission errors. The high rate of errors in this case was due, in part, to a lack of time.
The Office of Management and Budget’s (OMB) revised Statistical Policy Directive No. 15, which
was released on October 30, 1997, required federal agencies to capture multiple responses to the
race question. This requirement was added too late for the Census Bureau to develop and test the
data capture system’s ability to capture multiple responses prior to the dress rehearsal.

While the Census Bureau was unable to assess the dress rehearsal OCR quality, the overall system
yielded a 3.0 percent error rate for write-in fields that were filled (this included OCR and keying in
fields that were unreadable by the OCR software). However, the error rate varied by field. For
instance, the coverage question (number of household residents) had an error rate of 1.0 percent,
while the three race question write-in areas had error rates between 9.8 percent and 12.3 percent
across sites. Respondents to the race question sometimes used irregular truncation and abbrevia-
tions of their entries to be sure that they fit into the space provided (20 segmented boxes). Of the
write-in response errors, 63.7 percent had wrong characters or numbers, 13.8 were omitted
responses that should have been on the dress rehearsal response file, 10.9 percent had characters
or numbers omitted, 5.5 percent had characters or numbers added, 1.7 percent were added
responses that should not have been on the response file, and 4.5 percent were characters in
numeric fields, or vice versa. Most of the errors in the OCR system, 40.4 percent, probably were
due to illegible handwriting; others arose when respondents edited their answers or did not use a
pen to complete the questionnaire. Approximately 24 percent of write-in errors may have been
due to the way that a respondent filled out the questionnaire (for instance, crossing out a
response and writing in another). Approximately 29 percent of the errors had no apparent cause
and 6.6 percent of write-in response errors were from questionnaires that were checked into the
data capture system but had no data on the dress rehearsal response file. The agency worked
closely with the contractor to address these issues in preparation for Census 2000.

The agency evaluated the effect of segmented write-in areas (boxes) on the quality of data gath-
ered from the three race write-in response areas. It also evaluated the quality of the coding opera-
tion for both the general and expert race coding. General coding was handled by an automated
system, while expert coding, done manually by expert staff members, was applied to write-in
entries that could not be processed through the automated system. More than 80 percent of
write-in responses were coded by the automated system, which was far less than the 97 percent
that were coded automatically during the 1990 Census. The lower rate was a result of changes in
the race question (in particular, the option to select more than one race), changes in coding proce-
dures, and the use of segmented boxes. All long write-ins, those of more than 20 characters,
required an expert coder. The major race groups (White, Black, American Indian or Alaska Native,
Asian, Native Hawaiian or Other Pacific Islander) and the Some Other Race category were repre-
sented in the distribution of long write-ins. Nearly 60 percent of long write-ins required the use of
more than one race code. In addition, 0.3 percent of respondents wrote in “American” and 4.6 per-
cent of responses were uncodable. The agency predicted that most of the questionnaires that
would require expert coding for Census 2000 would be those cases of long write-ins that require
multiple codes; all 461 of the long write-ins for the dress rehearsal required expert race coding.

The Census Bureau also tested two methods to resolve instances of multiple responses from the
same household and from those individuals who used one of the new response options such as
replacement questionnaires, Be Counted forms, and Telephone Questionnaire Assistance (TQA)
interviews. In the update/leave areas of South Carolina about 6 percent of households had more
than one return, while in all other areas the rate was about 12.5 percent; at all sites fewer than
one-half of 1 percent of addresses returned more than two responses. In addition to households
submitting multiple mail responses, between 3 and 4 percent of all housing units were counted
both by a mail response and by nonresponse follow-up. In some cases, addresses enumerated by
Be Counted responses and TQA interviews were not geocoded or matched prior to the identifica-
tion of the nonresponse follow-up workload. Hence, these addresses which had submitted a
response, were still placed in the nonresponse follow-up universe. In some instances, specific
nonresponse follow-up cases were assigned to more than one enumerator, generating more than
one response for the same address. Households with more than one eligible questionnaire were
subject to unduplication procedures within the block and at the address.
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Within-Block Search Operation and Primary Selection Algorithm?128

The plan for Census 2000 included making it easier for people to respond by providing multiple
response options. This included allowing people to respond on Be Counted forms, the Internet,
and the telephone. In the Census 2000 Dress Rehearsal, a blanket replacement questionnaire,
used to improve mail response rates, was another option. Overlaps between late receipts of
mail returns and the identification of nonresponding cases that require a personal visit during
nonresponse follow-up also resulted in multiple responses. These and other situations can cause
the receipt of more than one census return for an address. A special computer program was
designed and implemented in the Census 2000 Dress Rehearsal to control the introduction of
errors by resolving situations where more than one form was received from an address. The
program consisted of two major steps: the Within-Block Search (WBS) and the primary selection
algorithm (PSA).

Within-block search operation. The WBS was implemented for the first time in Census 2000
Dress Rehearsal. It was a person-based search operation that occurred prior to the PSA and was
designed to screen out certain records on respondent-initiated returns (i.e., forms received as a
result of “Be Counted,” Telephone Questionnaire Assistance, etc.). Those records found to match
people who were enumerated on another census return were flagged during this operation and
were not eligible for selection during the PSA processing.

The WBS had a noticeable effect in update/leave areas of Columbia, SC, and in a minimal to non-
existent effect elsewhere. About 9 percent of the persons in the WBS workload for update/leave
areas of Columbia were matched to people in the expanded search area. Rates in the other sites
were 1 percent or less.

Primary selection algorithm. The PSA was used to determine the person records and housing
data that represented each census identification. The PSA processing was performed on all eligible
records after the WBS had been run.

Most of the multiple returns in the dress rehearsal occurred when:

= Respondents completed both an initial and a replacement questionnaire.

A household was enumerated during nonresponse follow-up and also on a late mail return.

A household was enumerated twice during nonresponse follow-up.

A household completed either a Be Counted form or a Telephone Questionnaire Assistance inter-
view and also was enumerated during nonresponse follow-up.

With the exception of update/leave areas in Columbia, SC, all sites recognized more than one
return for about 12.5 percent of the census identifications. The rate of census identifications with
more than one return in Columbia’s update/leave areas was about 6 percent. At all sites, fewer
than one-half of 1 percent of the identifications had more than two returns.

A review of the identifications with two returns identified which response options generated the
returns. A blanket replacement mailing in mailout/mailback areas intentionally created multiple
contacts. This was the major reason for multiple returns in Sacramento, CA, and in mailout/
mailback areas of Columbia, SC. Other options inadvertently overlapped with nonresponse
follow-up operations (including receipt of late returns, Be Counted forms, etc.). Furthermore,
responses on Be Counted forms and from Telephone Questionnaire Assistance required address
geocoding and matching to obtain a census identification, which was not completed prior to the
start of nonresponse follow-up operations. As a result, many of these households were enumer-
ated again during nonresponse follow-up. Finally, there was evidence that nonresponse follow-up
cases were assigned to more than one enumerator, resulting in multiple nonresponse follow-up
returns being generated for the same census identification.

128 Miriam D. Rosenthal, U.S. Census Bureau, “The Within-Block Search and Primary Selection Algorithm
Operational Evaluation,” Census 2000 Dress Rehearsal Evaluation Memorandum, F1c-F2b, April 1999.
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Invalid return detection operation. During the invalid return detection operation, a contractor
submitted invalid cases to help the Census Bureau assess whether the fraudulent forms could be
detected and removed. The operation also looked at the characteristics of the contractor-
submitted fraudulent forms that were not removed from the dress rehearsal.

There were two situations that caused fraudulent forms to be removed: the form did not meet
census inclusion criteria during a processing step, or the form was detected during invalid return
detection operation. The contractor-submitted forms went through normal census processing until
the application of WBS and PSA. At that point, the submitted invalid returns were removed from
the dress rehearsal processing flow and a parallel evaluation file was created and processed.

Of the 772 contractor-submitted fraudulent cases captured during the dress rehearsal, 401 cases
were in South Carolina. Of these forms, 259 (65 percent) were removed from the dress rehearsal
enumeration. The remaining forms were included in the evaluation file. In Sacramento, CA, of the
371 invalid returns submitted, a total of 251 (67 percent) were removed from the dress rehearsal
evaluation file.

Following the dress rehearsal, the Census Bureau studied the characteristics of the contractor-
submitted cases that were not detected so as to design a process to ensure that fraudulent forms
were screened out during Census 2000.

Sampling

While Public Law 105-119 required the Census Bureau to prepare for a census that did not include
the use of statistical sampling, the possibility remained that the Supreme Court would allow the
planned use of sampling to produce the population figures for apportionment. The agency
prepared two operations to determine the accuracy of the initial phase of the dress rehearsal.
The first, Integrated Coverage Measurement (ICM), measured the undercount and used statistical
methods to adjust the results from two dress rehearsal sites (Sacramento and Menominee). The
second, Post-Enumeration Survey (PES), measured the accuracy of the population figures derived
through traditional methods at the third site (South Carolina).

The ICM/PES processes began with the agency creating an independent list of housing units in the
sample of ICM/PES blocks. To ensure its independence, the list was created by a staff that was
separate from the one that developed the dress rehearsal master address file. Next, the agency
matched the housing unit list to the MAF and resolved the status of nhonmatches during a field
check. At the end of nonresponse follow-up (NRFU), the agency staff interviewed every housing
unit on the independent list and matched those interviewed with the people enumerated in the
census in the same sampled block or surrounding block. All mismatches were resolved during a
follow-up interview. The agency then imputed any missing information. Once these operations
were complete, the Census Bureau created post-strata for each dress rehearsal location based on
such variables as age, sex, race, and tenure. The agency used the data to calculate the coverage
factor in each post-stratum using dual system estimation. After applying the coverage factors to
the appropriate post-stratum of census people, the agency created population estimates for each.
The results were integrated into the final dress rehearsal numbers in Sacramento and Menominee
and provided coverage estimates for the results from South Carolina.

Though the results were used differently, the ICM and PES used similar procedures and both were
designed to measure net coverage error in the census.'29 Both included an independent enumera-
tion in a sample of census blocks, matched the results with the returns from the census, and
created estimates of those missed (people not counted), counted more than once (duplicates),
and erroneously enumerated (those who were counted, but should not have been) or who were
counted in the wrong location. The results of both were used to create coverage factors for a vari-
ety of sub-populations. The main difference was that the PES estimates served as a measure of
dress rehearsal coverage for South Carolina, while the ICM results were incorporated into the final
population figures for Sacramento and Menominee.

129 The comparable coverage measurement survey used for Census 2000 was the Accuracy and Coverage
Evaluation (A.C.E.). See Chapter 10, “Testing, Experimentation, Evaluation, and Coverage Measurement
Programs” for more on the A.C.E.
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The Census Bureau created a Master Activity Schedule (MAS) for the dress rehearsal ICM/PES to
determine whether planned tasks were completed on time. While the overall ICM/PES schedule
was met and several individual tasks were completed on time, the majority of tasks were com-
pleted late. Every group of major tasks took longer than planned and several took twice as long
as planned. The agency reviewed field observation reports and other contractor reports concern-
ing field management, telecommunications, and computer-assisted personal Interviewing (CAPI)
components of the ICM/PES personal interview operations. These reports raised a number of field
and systems concerns. The former included the need for strong managers for the Census 2000
Coverage Measurement Survey (later named the Accuracy and Coverage Evaluation) who had suffi-
cient experience with CAPI operations, the need for more space for crew leaders to meet with ICM
interviewers, and space away from the local census office that could act as a staging location for
equipment and as a distribution hub.13°9 The systems concerns included hiring sufficient staff, par-
ticularly for key functions (e.g. CAPI instrument testing and sampling and estimation programs).
Other staffing concerns related to the need for sufficient help desk support for field interviewers,
field technicians for regional offices, and computer engineers and software specialists. The
agency also recommended conducting full systems tests.

Because ICM/PES interviews took place after Census Day, the Census Bureau attempted to account
for people who completed a census questionnaire at one address and then moved before they
could be enumerated through the ICM/PES process. In Sacramento and South Carolina, 5 percent
of all households were considered to be outmovers, those who had moved out of enumerated
households. In Menominee, the number of outmovers was too small to produce enough data for
analysis. The agency tested two methods to collect data on outmovers: either via proxy data that
were collected from neighbors or the new residents (inmovers) or by tracing outmovers to their
new residences and collecting data from them. Tracing the outmovers to their new residences
proved to be difficult, time consuming, and expensive. As a result, the agency evaluated whether
it could rely on proxy data. It tested the quality of estimates based on proxy data versus traced
outmover data and found that there were no significant differences in the dual system estimates
calculated using either method. Dual system estimation was the method used by the ICM/PES to
calculate the coverage factors used to measure and possibly correct for net coverage errors. As a
result of this evaluation, the agency recommended dropping outmover tracing from the Census
2000 Accuracy and Coverage Evaluation.

The dress rehearsal used dual system estimation to produce final population numbers for Sacra-
mento and Menominee, and coverage estimates for South Carolina. This method required the
agency to produce two independent lists of the population. These independent lists were used to
test differences between ICM/PES blocks and non-ICM/PES blocks. The agency’s model assumed
that there would be no “contamination,” which happened when an individual’s inclusion or exclu-
sion from one list affected the probability of their inclusion on the other list. The agency tested
whether this was a valid assumption and found no evidence of contamination in the dress
rehearsal. In order to protect against contamination in Census 2000, the agency planned to mini-
mize the overlap between census field operations and the Accuracy and Coverage Evaluation
survey.

The Census Bureau evaluated the extent of ICM/PES interview falsification during the dress
rehearsal by conducting field reinterviews. Before initiating quality assurance reinterviews, the
agency conducted the initial ICM/PES interviews; there were 17,060 interviews in Sacramento,
18,302 in South Carolina, and 801 in Menominee, The agency used two methods to conduct these
quality assurance reinterviews: for the first, a 5 percent systematic sample was drawn to identify
participants, and for the second, the agency selected targeted households based on specific
selected criteria. In Sacramento, there were 1,696 quality assurance reinterviews, 821 of which
were randomly selected and 875 were targeted. In South Carolina, there were 1,634 reinterviews:
853 were randomly selected and 781 were targeted. In Menominee there were 113 reinterviews:
32 were selected randomly and 81 were targeted. At all 3 sites, targeting identified a nominally
higher percentage of potentially falsified cases than did systematic sampling.

130 Since ICM/PES had to follow strict rules of independence from the census, its location could not be part
of the census infrastructure.
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The agency also analyzed survey processing and measurement errors through three studies:

the Matching Error Study, the Evaluation Follow-up Interview, and the Data Collection Mode Study.
The Matching Error Study examined the clerical matching process of the ICM/PES to determine
accuracy rates. Computers performed the initial match of ICM/PES returns to census records;
those cases that the computer could not resolve were sent to clerical matchers and expert match-
ers. For this operation, expert matchers rematched people within each block of a subsample of
the ICM/PES blocks that were chosen for the evaluation. The discrepancy rates between the
ICM/PES and Matching Error Study operations were less than one percent in each of the three
dress rehearsal sites; this error rate was lower than expected. Because expert matching proved
to be so reliable, the agency decided that once a trained matcher’s work met certain criteria, a

10 percent sample of the work would be reviewed in Census 2000, rather than 100 percent.

The Evaluation Follow-up Interview measured two types of survey error. The first type, which was
introduced to the survey process by the interviewer, respondent, or instrument, identified mea-
surement error by redoing the person follow-up interviews in a subset of the evaluation sample
blocks. Matchers used both sets of person follow-up interviews to determine the final residence
status and match status for each person. The results of this study provided a measure of the error
in the production data. The second type of error measured was production error that resulted
from the decision to omit certain people from the person follow-up interview, even though they
did not match between the initial enumeration and the ICM/PES. The Evaluation Follow-up
Interview was designed to determine whether omitting these people would have a significant
effect on the final data. For Sacramento and South Carolina, the agency found no significant differ-
ences in the dual system estimates at the site level or for any of the post strata. Estimates for
Menominee were not calculated.

Due to operational problems during the dress rehearsal, the sample for the Data Collection Mode
Study was too small to draw any conclusions.

The Census Bureau, in preparation for the possibility that it would be barred from conducting a
census that utilized statistical sampling, tested the efficacy of using administrative records to
supplement the enumeration. Administrative records were program specific files that were main-
tained by various federal, state, and local agencies and contained individual-level identifying infor-
mation. The agency targeted four specific federal files: the Department of Housing and Urban
Development’s 1997 Tenant Rental Assistance Certification System, the Internal Revenue Service’s
Tax Year 1996 Individual Master Return File, the Department of Health and Human Service’s Public
Health Services 1997 Indian Health Service Patient Registration File, and the Selective Service
System’s 1997 Registration File. The Census Bureau also tried to acquire various site specific
administrative records, such as school enrollment, driver’s license, and voter registration files.
Acquiring administrative records proved to be labor intensive and time consuming and offered no
guarantee of success. The agency chose not to use administrative records during Census 2000
and recommended that in cases where the agency wanted to use them, it should identify those
state and local files that promise the greatest return.

As part of its evaluation program, the Census Bureau examined the consistency of housing and
population totals for the dress rehearsal with independent benchmarks,'3' such as persons per
household, age/sex distributions, race/Hispanic-origin distributions, vacancy rates, and group
quarters population. The agency compared these independent benchmarks to census data. It also
used independent population estimates to make inferences about the magnitude of the population
undercoverage. This independent study helped the agency to evaluate the consistency of the
dress rehearsal PES estimates and the effectiveness of the ICM in achieving a reduction in the
overall and differential net undercounts. In general, the demographic distributions (e.g. age, race,
sex, Hispanic origin) and rates (e.g. vacancy rates, persons per household) were in line with previ-
ous census results and expected trends since 1990.

131 ].G. Robinson, A Adlakha, and K.K. West, U.S. Census Bureau, “Assessment of Consistency of Census
Results with Demographic Benchmarks,” Census 2000 Dress Rehearsal Evaluation Memorandum C7, 1999.
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In Sacramento, the final population numbers for the dress rehearsal were produced by applying a
statistical correction based on ICM to the results of the initial enumeration. The ICM was a series
of data collection and processing operations designed to provide a measurement of the under-
count and to produce an accurate, adjusted one-number census. These operations included about
16,400 households. The agency attempted to contact each household by telephone and personal
visits to households that were not reachable by telephone. When the telephone and personal
visits were unsuccessful, the agency tried a final personal visit a few weeks later, known as
nonresponse conversion. Telephone interviewing began May 11, 1998, and ended on May 27,
1998. Personal interviewing (including nonresponse conversion) was scheduled to end on
September 4, 1998, but actually was completed one day earlier. The response rate was at least 95
percent but is not directly comparable to 1990 Census PES response rates, as each used different
methodologies. The final population figure for Sacramento, released on January 14, 1999, was
404,313 people. This figure was consistent with the State of California’s estimate. The net ICM
correction of the initial enumeration was 6.3 percent, which also was validated by comparison to
independent benchmarks, which predicted population undercoverage between 3 and 7 percent for
the enumeration without ICM correction. The independent figures were generated using the

3.0 percent PES net undercount estimate in 1990 and estimated population change for
1990-1998 (births, deaths, and migration). The dress rehearsal housing unit total of 158,281,
however, was below the Census Bureau demographic and State of California agency estimates (by
0.5 and 1.9 percent, respectively).

In Menominee, as in Sacramento, the Census Bureau used a correction based on ICM for the initial
enumeration to produce population numbers. ICM operations were conducted for about 800
households. The telephone interview phase began on May 11, 1998, and ended on May 26, 1998.
The personal visit interview (including nonresponse conversion) ended on September 3, 1998.
The response rate was 98.5 percent, but again, this figure is not comparable to 1990 Census PES
response rates, as the two sets of numbers were derived using different methodologies. The final
population figure for Menominee, released on January 14, 1999, was 4,738. This initial enumera-
tion corrected by ICM results was consistent with the independent demographic benchmarks, not
adjusted for undercoverage, and fell between the estimate provided by the State of Wisconsin and
the Census Bureau’s demographic estimates. The ICM estimate showed a net undercount of

3.0 percent, which also was validated by comparison to independent demographic estimates
adjusted for net undercount. However, the agency could not make any reliable statements given
the imprecision in the independent estimate for such a small site; the alternative adjusted esti-
mates predicted a population undercoverage between 3 and 11 percent. The independent figures
were generated by using a 10.0 percent net undercount estimate in 1990 and estimated change
for 1990- 1998. The dress rehearsal housing unit total of 2,046, however, was higher than
expected.

In South Carolina, the Census Bureau used a Post-Enumeration Survey (PES) to measure net under-
counts or overcounts. The PES operations were the same as those conducted for the ICM, but the
results of the PES were only used to measure the accuracy of the traditional enumeration results.
This operation covered about 18,000 households. The telephone interview phase began on May
11, 1998, and ended on June 9, 1998. The personal visit interview (including nonresponse conver-
sion) was completed on August 27, 1998, 16 working days ahead of the original deadline of
September 21, 1998. The response rate was at least 95 percent. The final population for the South
Carolina site was 662,140, which was below expected levels predicted by demographic estimates.
The population figure was about 4.5 percent below the independent benchmark of the 1990
census numbers adjusted for change but not undercoverage. The PES revealed that the net under-
coverage for the site was 9.0 percent, a figure that was broadly consistent with the Census
Bureau’s demographic estimates, which had predicted a population undercoverage of about

7.0 percent. The housing unit total of 273,497 also was short of the estimated level.

Overall, the Census 2000 Dress Rehearsal was successful. The agency produced population
figures on schedule, and those numbers, including ICM/PES data, compared favorably with inde-
pendent benchmarks. The dress rehearsal confirmed that statistical methods such as ICM and PES
produced population figures that were closer to the independent estimates of the population than
were those numbers produced by counting alone. While the agency hoped to use ICM to adjust
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Census 2000, its ability to do so depended on the outcome of two court cases that reached the
U.S. Supreme Court. While waiting for a decision, the agency was following two operating plans,
one that included the planned use of statistical sampling and one that did not.

THE SUPREME COURT’S SAMPLING DECISION

On January 25, 1999, the U.S. Supreme Court ruled that a 1976 amendment to the Census Act
barred the use of statistical sampling techniques to produce the state population counts from
Census 2000 used to apportion seats in the U.S. House of Representatives. However, the Court
also acknowledged that the 1976 amendment allowed the use of statistical sampling for non-
apportionment purposes, if it were feasible to do so. In accordance with the Court’s decision, the
Census Bureau also planned to conduct an Accuracy and Coverage Evaluation (coverage measure-
ment) survey to evaluate the results of the traditional enumeration and to assess the feasibility of
potentially adjusting the figures for non-apportionment purposes. For more on the controversy
over the use of sampling, including a discussion of court cases, see Chapter 11, “Legal Issues.”
For more on the specific aspects of the enhanced traditional enumeration used during Census
2000 (e.g. the marketing program, questionnaire development, address list development, etc.),
see the relevant chapters.
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INTRODUCTION

This chapter describes each population and housing question in the basic form used for
Census 2000 in terms of the question’s purpose and history, instructions for completion, relevant
instructions for coding, and summary of the computer editing and allocation specifications.

Questionnaires

The two primary Census 2000 questionnaires were (1) the “short” form (D-1), which contained
only the “100 percent” items, that is, those questions asked about every person and about each
housing unit and (2) the “long” form (D-2), which included both the 100 percent questions and
additional questions asked of the occupants of a sample of the housing units. The U.S. Census
Bureau mailed about 83 million short forms, with 7 questions, and 15 million long forms, with
53 questions that included the 7 questions on the short form. In most areas 5 out of 6 households
received the short form, while 1 out of 6 received the long form. The short form was the shortest
decennial census questionnaire in 180 years, containing six population questions and one hous-
ing question. The long form, containing 32 population questions and 21 housing questions, was
the shortest such form since the Census Bureau began long-form sampling in the 1940 census.

In addition to the two basic questionnaires, special forms were used to enumerate people in
group quarters.! These included the Individual Census Report (D-20A and D-20B), Military Census
Report (D-21), Shipboard Census Report (D-23), and Individual Census Questionnaire (D-15A and
D-15B), known as the ICR, MCR, SCR, and ICQ respectively.2

Respondent Assistance

Census 2000 made several services available to respondents in order to increase participation and
accuracy. From March 8 to April 14, 2000, the Census Bureau maintained 23,556 Questionnaire
Assistance Centers (QACs), staffed by Census Bureau employees and volunteers.3 These QACs
were located in community centers, large apartment buildings, health centers, and other sites
appropriate to the particular community served. About 559,000 respondents visited QACs during
their approximately 5 weeks of operations.

From March 31 to April 17, 2000, the Census Bureau also maintained 51,692 “Be Counted” sites in
places such as private businesses, churches, community centers, tribal offices, libraries, post
offices, and QACs. In the Be Counted operation, people who believed they had not been counted
in the census could pick up and complete unaddressed census questionnaires. The 804,939

Be Counted forms returned to the Census Bureau added 239,128 people living in 116,019 house-
holds to the census who had not been included on other forms.4

The Census Bureau also provided assistance to non-English-speaking respondents. Individuals
could request versions of the long- and short-form questionnaires in Spanish, Tagalog, Vietham-
ese, Chinese, or Korean and language assistance guides in 49 languages plus Braille and large

! See the “Group Quarters” section in this chapter for a definition and description of group quarters.

2 See Appendix D and Appendix E at the end of this volume for facsimiles of the short and long
Census 2000 questionnaires. For a discussion of the separate questionnaires developed for the Island Areas,
see Chapter 12, “Puerto Rico and the Island Areas,” in Volume 2 of this History: 2000 Census of Population and
Housing. Facsimiles of those questionnaires are in the appendixes of Volume 2. The content of these question-
naires differed somewhat from those used in the states and Puerto Rico.

3 See Fred R. Borsa and Christine L. Hough, Data Collection in Census 2000, Census 2000 Testing, Experi-
mentation, and Evaluation Program Topic Report No. 13, TR-13 (Washington, DC: U.S. Census Bureau, 2004),
esp. pp. 30-32.

4 See Jon R. Clark and Darlene A. Moul, Coverage Improvement in Census 2000 Enumeration, Census 2000
Testing, Experimentation, and Evaluation Program Topic Report No. 10, TR-10 (Washington, DC: U.S. Census
Bureau, 2004), p. 9.
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print. By April 5, 2000, the Census Bureau had received about 2.5 million such requests, of which
nearly 2 million were for the Spanish form.5 Enumerators also used foreign-language guides, avail-
able in 49 different languages, when the enumerator or the respondent was more comfortable
using a language other than English. Additionally, between March 3 and June 30, the Census
Bureau provided its Telephone Questionnaire Assistance (TQA) program with seven toll-free tele-
phone numbers offering assistance in six languages (English, Spanish, Tagalog, Vietnamese,
Chinese, and Korean) and by telecommunications device for the deaf (TDD). By the end of June,
the TQA program’s 22 call centers had received over 6 million calls (86.9 percent English, 12.6
percent Spanish, and 0.4 percent Asian languages) and had taken about 120,000 census enumera-
tions over the phone.6

The Internet Questionnaire Assistance and Internet Data Collection services began on March 3,
2000, offering information about the census as well as an opportunity for respondents to com-
plete the short form online. The Internet Data Collection service received almost 70,000 census
responses, nearly 66,000 of which were from unique addresses before it closed on April 19. The
number of such responses was small because virtually none of the Census 2000 advertising
alerted respondents to the Internet as a vehicle for answering the census. After much discussion,
the Census Bureau decided not to advertise the Internet response option because it had not been
tested during the dress rehearsal and because of the possible adverse public reaction to a per-
ceived threat to census confidentiality posed by hackers during the transmission of completed
census forms. Internet Questionnaire Assistance continued until early in July.?

Remote Alaska

Enumeration of remote areas of Alaska presented special challenges, in part because those areas
often were accessible only by small plane, snowmobile, four-wheel-drive vehicle, dogsled, or
some combination of these. The spring thaw made travel even more difficult and increased the
likelihood that potential respondents would be away from their residences fishing or hunting.
Therefore, this enumeration began on January 20, 2000, in Unalakleet and proceeded northward
in three successive waves, ending on April 22.

Data Collection

The Census Bureau used four basic types of enumeration to get responses to the census:
mailout/mailback, list/enumerate, update/enumerate, and update/leave. The mailout/mailback
method was used to enumerate households located in cities, towns, suburban areas, selected
rural areas, and small towns where mailing addresses consisted mainly of house numbers and
street names that permitted letter carriers to deliver questionnaires to specific housing units.
Respondents completed and mailed back their questionnaires. This method applied to the major-
ity of households enumerated.

The list/enumerate method (formerly the “conventional” or door-to-door method), was used
in remote, sparsely populated areas of the country with hard-to-determine mailing addresses.
Enumerators compiled a list of addresses or locations, delivered and collected questionnaires in
one visit, then revised the census map as needed. Census workers visited nearly half a million
such housing units.

The update/enumerate and update/leave methods were used mostly in rural or remote areas
where existing mailing addresses were unreliable and likely to need updating. Such areas included
some selected American Indian reservations; resort areas with high concentrations of seasonal
vacant housing units; and small, rural, unincorporated Spanish-speaking communities known as
“colonias” located largely along the Mexican border with Texas and Arizona.8 In update/
enumerate areas, census workers visited households, updated address lists, and completed a

> James B. Treat, Response Rates and Behavior Analysis, Census 2000 Testing, Experimentation, and Evalua-
tion Program Topic Report No. 11, TR-11 (Washington, DC: U.S. Census Bureau, 2004), pp. 14-15.

6 John Chesnut, “Telephone Questionnaire Assistance,” Census 2000 Evaluation No. A.1.a., March 20, 2003.

7 Erin Whitworth, “Internet Data Collection,” Census 2000 Evaluation No. A.2.b., August 14, 2002.

8 The California/Mexico border also contained a small number of colonias.
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questionnaire for each occupied or vacant housing unit. In update/leave, the Census Bureau com-
piled lists of housing units in advance of the census. Enumerators then visited each household,
updated their address lists, and left a census questionnaire to be completed by the resident and
returned by mail in an addressed envelope. At the same time, enumerators added new addresses
to their address lists and marked new housing unit locations on the census maps. The
update/leave method was used for all households in Puerto Rico, as well as in targeted urban
areas in the United States where mail delivery could be a problem, as in apartment buildings
where letter carriers might leave census questionnaires in a common space. The Census Bureau
delivered about 22.5 million questionnaires in update/leave areas.

In late February and early March of 2000, the U.S. Postal Service (USPS) delivered advance letters
to over 98 million of the nation’s residential addresses, notifying recipients that they would soon
receive the Census 2000 questionnaire or would be contacted by a census enumerator. Census
Bureau staff delivered nearly 23 million additional advance letters to housing units in update/
leave areas. Then from March 13 through March 15, in the mailout/mailback areas of the country,
the USPS delivered questionnaires to about 98 million addresses and asked respondents to mail
back the completed questionnaire by April 1 in the enclosed, preaddressed envelope. The
update/leave process started on March 3. Census enumerators personally delivered about

22.5 million questionnaire packages to occupied and vacant housing units that did not have city-
style addresses. The list/enumerate process began on March 13.

Along with the short- or long-form questionnaire, respondents received a brochure titled “Your
Guide for the 2000 U.S. Census Form” (Form D-3 for the short questionnaire and Form D-4 for the
long questionnaire). Beginning March 20, 2000, the Census Bureau mailed about 120 million
reminder cards to encourage respondents to complete and mail back the form and to thank those
who had done so.

In mail census areas (these included mailout/mailback areas where the USPS delivered question-
naires and update/leave areas where census enumerators left questionnaires), enumerators fol-
lowed up on nonresponding households (those not returning questionnaires) and vacant units. In
list/enumerate areas, enumerators visited every housing unit to conduct an interview at each
household and to administer a long-form questionnaire at a sample of housing units. Enumerators
had specific instructions (in the D-561, Census 2000 Questionnaire Reference Book, and the
Enumerator’s Manual, forms D-546, D-547, and D-548) on how to conduct an interview, ask each
question, and fill in respondents’ answers to certain questions. These instructions were designed
to maximize self-enumeration and minimize the amount of error introduced into data collection
by the enumerator. For example, respondents were asked to provide answers to age and race
items rather than enumerators’ inferring the answers from observation. Enumerators also received
classroom training on the key aspects and requirements of the job.

Data Capture and Processing

The Census Bureau adopted a new data capture technology for Census 2000 and employed a con-
tractor, Lockheed Martin Corp., to develop, deploy, and maintain the new system in four data cap-
ture centers (DCCs) located across the country. The Data Capture System 2000 (DCS 2000) used
high-speed electronic (digital) imaging, optical mark recognition (OMR), and optical character rec-
ognition (OCR) technologies, and replaced the FOSDIC-based (film optical sensing device for input
to computers) microfilm-scanning technology used in the previous four decennial censuses. DCS
2000 scanned the completed questionnaires, then produced electronic images of the pages, opti-
cally read handwritten marks and write-in entries from the imaged questionnaires, and converted
these data into files that were sent to Census Bureau headquarters for tabulation and analysis.
When the OMR/OCR process could not interpret the data within specified confidence limits, the
form image was automatically sent to the key-from-image operation, which required operators to
key the data into the system manually.

At the peak period for data capture (late March 2000), as many as 17 tractor trailers arrived at
each DCC, each trailer carrying up to 324,000 short-form questionnaires or 43,200 long-form
questionnaires. Nationwide, on a typical peak day DCS 2000 processed about 22 million short
forms or 2.9 million long forms. (See Chapter 6, “Data Capture and Processing,” for a detailed
description of data capture and pretabulation processing.)
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General automated coding. As was done in the 1990 census, an automated coding system for
written responses to the race, Hispanic origin, ancestry, relationship, language, industry and occu-
pation, place of work, place of birth, and migration items was used for Census 2000. The auto-
mated system aimed to reduce the potential for error associated with clerical coding. Using mas-
ter files containing millions of unique coded written responses from previous censuses and
surveys, the system automatically coded the written responses if the entry matched an entry
already in the master files. Specialists with a thorough knowledge of subject-matter categories
and classification systems reviewed and coded responses that were not automatically coded.

The major difference between the 1990 and the Census 2000 automated system was that the
Census 2000 system assigned up to two 3-digit codes for a multiple race response or for a written
response on the “American Indian or Alaska Native” write-in line, the “Other Asian” or “Other
Pacific Islander” write-in line, or the “Some Other Race” write-in line for the race item.

Editing and allocation. Editing addressed inconsistent responses and used other information
on the questionnaire to help fill blank or inconsistently reported items. Missing values were
assigned from the related responses provided by other household members (“within-household”
imputation) or, if necessary, from responses provided by individuals in other housing units who
had similar characteristics (“hot-deck”® imputation). Imputations based on within-household or
hot-deck procedures were called “allocations.”

In some cases “substitution” (or “whole-household substitution”) was used when there were no
“data-defined” (see definition below) people in the household. In substitution, the population char-
acteristics of a nearby household of the same size were assigned, using a substitution hot deck,
into the household lacking these characteristics. “Data-defined” person records were those with
two or more responses to the 100 percent population items. A respondent’s name counted as a
response. Any person record that did not meet this criterion was considered non-data defined. If
no person record for the household was data defined, substitution was applied. Otherwise, the
editing and allocation procedures described above were used to provide the information needed,
either one item at a time or jointly for two or more items.

Housing Units

The Census Bureau recognizes two types of living quarters: housing units and group quarters.
Living quarters are structures intended for residential use (for example, a one-family home, apart-
ment house, nursing home, dormitory, or mobile home). Housing units are defined as houses,
apartments, mobile homes or trailers, groups of rooms, or single rooms occupied as separate liv-
ing quarters or, if vacant, intended for occupancy as separate living quarters. To qualify as living
in a separate housing unit, the occupants must live separately from any other individuals in the
building and have direct access from outside the building or through a common hall.

Group Quarters

All people not living in housing units are classified by the Census Bureau as living in group quar-
ters.'0 As in previous censuses, the Census Bureau conducted a separate operation to enumerate
people living in group quarters in Census 2000. The group quarters enumeration was conducted
from April 1 to May 6, 2000."! Locations classified as group quarters included such places as col-
lege dormitories, correctional institutions, nursing homes, group homes, mental hospitals or
wards, hospitals or wards for the chronically ill, hospices, and military quarters. Special proce-
dures and questionnaires were used to enumerate people in group quarters. The questionnaires

2 A “hot deck” was a data table (or matrix) in which values of reported responses, stratified by selected
characteristics of the respondents, were stored and updated on a flow basis and used as needed to assign val-
ues of the variable in question to people with similar characteristics who did not have a response.

10 people without conventional housing who were enumerated at service facilities (e.g., shelters for abused
women, soup kitchens, and regularly scheduled mobile food vans) or at targeted nonsheltered outdoor loca-
tions were classified as part of the group quarters population even though many of them had no visible living
quarters.

' Florence H. Abramson, Special Place/Group Quarters Enumeration, Census 2000 Testing, Experimenta-
tion, and Evaluation Program Topic Report No. 5, TR-5 (Washington, DC: U.S. Census Bureau, 2004), p. 4.
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(Individual Census Reports, Individual Census Questionnaires, Military Census Reports, and Ship-
board Census Reports) included the 100 percent population questions but excluded housing ques-
tions. All people in group quarters were asked the basic population questions; in most group
quarters, additional questions were asked of a sample of people (1 in 6). In 2000, 7.8 million
people were tabulated in group quarters, representing 2.8 percent of the total population. This
was an increase of 16 percent, or almost 1.2 million people, since 1990.

Two general categories of people were recognized in group quarters: (1) the institutionalized
population and (2) the noninstitutionalized population.

Institutionalized population. This included people under formally authorized, supervised care
or custody in institutions at the time of enumeration. Such people were classified as patients or
inmates of an institution regardless of the availability of nursing or medical care, the length of
stay, or the number of people in the institution. Generally, the institutionalized population was
restricted to the institutional buildings and grounds (or must have had passes or escorts to leave)
and thus had limited interaction with the surrounding community. Also, they were generally under
the care of trained staff who were responsible for their safekeeping and supervision.

Institutions included schools, hospitals, or wards for the physically or mentally handicapped; hos-
pitals or wards for mental or chronic disease patients; patients in wards of general and military
hospitals who had no usual home elsewhere; hospital wards for drug/alcohol abuse; rooms for
long-term care patients in wards or buildings on the grounds of hospitals, nursing homes, conva-
lescent homes, and rest homes for the aged and dependent; juvenile institutions, including
homes, schools, orphanages, or residential-care facilities for neglected, abused, and dependent
children; and correctional institutions, including halfway houses operated for correctional pur-
poses. Staff residents, that is, staff personnel who lived at the facility, were classified with the
noninstitutionalized group quarters population.

Noninstitutionalized population. This included people who lived in group quarters other than
institutions, such as staff residing in military and nonmilitary group quarters on institutional
grounds who provided formally authorized, supervised care or custody for the institutionalized
population. This population also included college student dormitories and fraternity and sorority
houses on and off campus; military quarters, including barracks or dormitories on base, transient
qguarters on base for temporary residents (both civilian and military), and military ships; agricul-
tural and other workers dormitories; dormitories for nurses and interns in general and military
hospitals; Job Corps and vocational training facilities; religious group quarters such as convents,
monasteries, or rectories; community-based group homes, including those which provided sup-
portive services for the aged, mentally ill, mentally retarded, physically handicapped, and
drug/alcohol abusers; communes; maternity homes (for unwed mothers); other nonhousehold liv-
ing situations, such as youth hostels, YMCAs, and YWCAs; and service-based enumeration loca-
tions, including emergency and transitional shelters (public and private) for people experiencing
homelessness; shelters for children who were runaways, neglected, or without conventional hous-
ing; and hotels and motels used to provide shelter for people without conventional housing.
Although soup kitchens, regularly scheduled mobile food vans, and targeted nonsheltered out-
door locations were not living quarters, people enumerated at these locations were considered
part of the noninstitutionalized group quarters population.

Comparability. The Census Bureau has collected and published data on certain types of institu-
tions since 1850. However, several changes have occurred in how some group quarters were clas-
sified and tabulated. For Census 2000, the definition of the institutionalized population was con-
sistent with the definition used in the 1990 census. As in 1990, the definition of “care” only
included people under organized medical or formally authorized supervised care or custody.

In Census 2000, the 1990 and 1980 rule of classifying ten or more unrelated people living
together in a housing unit as living in noninstitutional group quarters was dropped. (In 1970, the
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criterion was six or more unrelated people.) Some examples of changes in the tabulation of spe-
cific types of group quarters included the following:

= Police lockups were included with local jails and other confinement facilities in 2000 and
grouped separately in 1990.

= Homes for unwed mothers were included in “other group homes” in 2000 and grouped sepa-
rately in 1990.

= Military hospitals or wards for the chronically ill, other hospitals or wards for the chronically ill,
hospices or homes for the chronically ill, wards in both military and general hospitals with
patients who had no usual home elsewhere, and Job Corps and vocational training facilities
were tabulated separately in 2000.

= Rooming and boarding houses were classified as housing units in 2000 rather than as group
quarters as in 1990.

Transient Night (T-Night). The Census Bureau conducted its Transient Night (T-Night) enumera-
tion on the evening of March 31, 2000, aiming at locations where residents were highly transient,
such as campgrounds at racetracks and parks, recreational vehicle campgrounds, commercial and
public campgrounds, fairs, carnivals, and marinas. This enumeration stretched out over a couple
of weeks in some large recreational vehicle parks, but was essentially complete by May 5. Enu-
merators conducted personal interviews using simplified enumerator questionnaires. People
enumerated during T-Night were tabulated in housing units rather than in group quarters, as was
done in 1990.

Service-Based Enumeration (SBE). In preparation for the SBE, the Census Bureau contacted
national organizations and governmental agencies to acquire lists of facilities such as shelters and
soup kitchens that primarily served people without any usual residence.'2 In the spring of 1999,
the Census Bureau conducted a follow-up mailing to about 39,000 governmental units and
national advocacy groups requesting a list of all service-based facilities in their areas. At that time,
the Census Bureau also asked governmental units to indicate whether they had or would have tar-
geted nonsheltered outdoor locations such as bridges, boarded-up buildings, alleys, or streets
where people without any usual residence were known to live or sleep. Sites were required to
have specific location descriptions. Commercial sites such as all-night movie theaters or all-night
diners were excluded.

Based on responses received, the Census Bureau conducted a targeted mailing to those govern-
mental units who reported such locations in order to elicit specific information about the sites, to
establish contacts, and to plan for the enumeration process. Census Bureau personnel then visited
the sites several weeks before the enumeration to formulate plans for conducting enumerations at
particular facilities and locations. During the advance visit, the Census Bureau collected relevant
information such as the number of people expected to be housed at each shelter, the number of
meals served, which meals served the most people at each soup kitchen, and how many people
received services at each regularly scheduled mobile food van site. The Census Bureau made a
special effort to recruit and train enumerators for the SBE who had experience working with
people who did not live in conventional housing.

The SBE operation consisted of four separate enumerations conducted from March 27 through
March 29, 2000. These were the shelter enumeration, the soup kitchen enumeration, the regularly
scheduled mobile food van enumeration, and the targeted nonsheltered outdoor locations enu-
meration. Enumerators attempted to gain complete responses from all people interviewed. If
faced with refusals, they tried to obtain information from knowledgeable workers or contact
people at the site. SBE data-captured records were considered data-defined if they contained two
or more of the following data characteristics: name, sex, age and/or date of birth, Hispanic origin,
and race. Forms were available in Spanish and English. There was a total of 14,817 SBE sites
visited.

2 Tracey McNally, “Service-Based Enumeration Final Report,” Census 2000 Evaluation No. E.6., November 6,
2002.
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The shelter enumeration involved 7,571 sites and took place on March 27, 2000, from 6 p.m. to
midnight in order to maximize the completeness of the count. Two-member enumeration teams
enumerated people at most shelters using Individual Census Reports (ICRs). At some shelters,
enumeration teams containing more than two enumerators were used because of the size of the
shelter. All clients were asked the basic 100 percent population items, and additional questions
were asked of a sample (1 in 6) of the clients at emergency and transitional shelters (with sleeping
facilities) for people experiencing homelessness; shelters for children who were runaways,
neglected, or without conventional housing; shelters for abused women (or shelters against
domestic violence); and hotels and motels used to provide shelter for people without conventional
housing. The soup kitchen enumeration and the regularly scheduled mobile food van enumeration
involved 2,223 sites. These two operations were planned separately and had distinct training
materials. However, both were conducted on the same day, often by the same enumerators who
divided their time between the soup kitchens and the regularly scheduled mobile food vans. The
soup kitchen enumeration was conducted on March 28 during the meal at which the greatest
number of clients at that particular site were served. If more than one seating was used to serve
clients at the chosen meal, enumerators waited for the next group and continued until people at
all seatings had been enumerated. The regularly scheduled mobile food van enumeration took
place on March 28 at various times of the day as vans made rounds. At both soup kitchens and
regularly scheduled mobile food vans, enumerators conducted personal interviews with clients
using the Individual Census Questionnaire (ICQ). This questionnaire included the 100 percent
basic population questions that were asked of all clients. Additional questions were asked of a
sample (1 in 6) of the population at soup kitchens only.

The Census Bureau conducted its targeted nonsheltered outdoor locations enumeration, involving
5,023 sites, on March 29, 2000, from 4 to 7 a.m. Enumerators interviewed each respondent using
a D-20A short form ICR only. Enumerators did not wake sleeping people, but tried to interview as
many people as possible before daybreak, when people dispersed. If a person was not awake or
refused to respond, the enumerator completed as much information as possible by asking the
contact person or someone else who might know the individual.

People enumerated at shelters or at targeted nonsheltered outdoor locations were counted in the
census geography where the shelter or nonsheltered outdoor site was located. People enumerated
at soup kitchens or regularly scheduled mobile food van locations were counted at the census
geography where those service facilities were located at the time of enumeration, unless a person
provided a usual home elsewhere (UHE) address. If a UHE address was provided, the UHE address
was used.

Limitations of the data. People who were well hidden, moving about, or in locations other
than those identified by the local governments as targeted nonsheltered outdoor locations could
not be enumerated. The Census Bureau’s objective was to count everyone. The agency neither
wanted nor intended to provide an official count of the homeless population. Also, the SBE opera-
tion did not represent a count of the population that used services in 2000 at any geographic
level, for a number of reasons including:

= The dynamic conditions of homelessness meant that a one-time count produced different
results than measurement over time would have.

= Federal and local jurisdictions used differing definitions of homelessness.

= Some types of service locations, such as drop-in centers and street outreach teams, were not
included as service locations in the SBE operation.

= Those lacking conventional housing living at outside locations other than the targeted nonshel-
tered outdoor locations identified for the census were not included in this operation.
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SIMILARITIES AND DIFFERENCES BETWEEN THE 2000 AND 1990 CENSUS
QUESTIONNAIRES

Justification for the Questions Asked in Census 2000

All of the questions included in the Census 2000 questionnaires were subjected to a rigorous
review to ascertain whether they were necessary. Between December 1992 and the summer of
1994, the U.S. Office of Management and Budget and the Census Bureau worked together to iden-
tify federal agencies’ data needs for Census 2000, according to the degree to which these subjects
were required by law and the lowest geographic level needed. Also, the needs of state, local, and
tribal governments were considered as part of obtaining nonfederal requirements for the content
of Census 2000.'3

The Census Bureau used the same three-category typology to classify the data needs expressed
by both federal agencies and nonfederal data users: mandatory, required, and programmatic.
Mandatory needs covered instances in which federal law explicitly called for decennial census
data. Required needs were those in which federal law required the data and the decennial census
was the only source or the historical source, or in which there were case law requirements
imposed by the federal court system. Programmatic needs were considered data items that were
used for federal program planning, implementation, or evaluation or for providing legal evidence
(but the underlying laws of which did not explicitly require the use of data).'4

Only those questions with a strong legislative or judicial justification were included in Census
2000, meaning only those subjects where the assessment identified needs as either mandatory or
required. Programmatic needs were insufficient by themselves to justify inclusion. All items on the
100 percent questionnaire (short form) were classified as mandatory: name,'s relationship to
Person 1, sex, age, Hispanic origin, race, and tenure (home owner or renter). On the sample ques-
tionnaire (long form), the Census Bureau classified another 18 of the sample questions as manda-
tory (for a total of 24) and 28 as required. Individual questions or parts of questions could provide
data for more than one category of use and for more than one federal agency or department.

New Questions on the Long Form for 2000

These included the following: Question 8b (current grade level) and Question 19 (grandparents as
caregivers).

Essentially Unchanged Questions

Questions, also referred to as “items,” that were the same or much the same in 2000 as in 1990
were 3 (sex); 8a (school enrollment); 9 (educational attainment); 10 (ancestry or ethnic origin);
11a, b, c (language); 13 (citizenship); 15a, b (residence 5 years ago); 20c (years of active-duty
military service); 22a, b, ¢, d, e, f (place of work); 23a, b (means of transportation to work); 24a, b
(time of departure from home and travel time to work); 25d (work absence last week); 27a, b, c
(industry or employer); 28a, b (occupation); 29 (class of worker); 30b, c (weeks and hours usually
worked); 31a, d, g (income); 32 (total income); 43 (vehicles available); 44a (value screener); 44c
(farm residence); 47a, b, ¢, d (mortgage status, monthly payment, taxes and insurance included in
monthly mortgage payment); 48b (second mortgage and home equity loan, amount); 49 (real
estate taxes); 50 (fire, hazard, and flood insurance payments); and 52 (condominium fee).

'3 For a description of federal, state, and local data needs and the uses to which these data are put, see
Constance F. Citro, Daniel L. Cork, and Janet L. Norwood (eds.), The 2000 Census: Counting Under Adversity,
Chapter 2, “Census Goals and Uses,” (Washington, DC: National Academies Press, 2004).

4 .S. Census Bureau, “Preparing for Census 2000: Questions Planned for Census 2000,” March 1998,
pp. 1-1-1-3 and “Talking Points for the Congressional Briefing on the Long Form,” loose-leaf binder memoran-
dum, March 28, 2000. In conjunction with the adoption of the American Community Survey as the replace-
ment for long-form data collection in the 2010 census, the Census Bureau adopted a different policy on con-
tent determination. See “U.S. Census Bureau Policy on New Content for the American Community Survey,”
memorandum, March 31, 2006.

15 Strictly speaking, “name” was not considered a data item by the Census Bureau; it is included in this list
because it was asked of all respondents.
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Revised Questions

The following items on the 2000 long-form questionnaire included wording changes that differed
from their counterparts in 1990: 1 (name and person); 2 (relationship); 4 (age and date of birth);
5 (Spanish/Hispanic/Latino origin); 6 (race); 7 (marital status); 12 (place of birth); 14 (year of
entry); 16a, b (disability); 17a, b, ¢, d (mobility limitations, self-care limitations, and work limita-
tions); 18 (age screen); 20a (veteran status); 20b (period of active-duty military service); 21
(employment last week); 25a, b, c, e (work absence last week); 26 (year last worked); 30a (work
experience); 31b, c, e, f (income); 33 (tenure); 34 (units in structure); 35 (year built); 36 (year
householder moved in); 37 (number of rooms); 38 (number of bedrooms); 39 (complete plumbing
facilities); 40 (complete kitchen facilities); 41 (telephone service in housing unit); 42 (fuel used
most for house heating); 44b (value screener/farm residence); 45a, b, c, d (costs of utilities and
fuels); 46a, b (monthly rent, meals included in rent); 48a (second mortgage, home equity loan);
51 (value of property); and 53a, b (mobile home costs).

Iltems 33, 36, 37, 38, 39, 40, 42, 45, and 46a in the 2000 questionnaire differed from their coun-
terparts in 1990 solely or principally in the addition of “mobile home” to the “house or apartment”
terminology used in the wording of these questions; mobile homes were considered to be housing
units in both censuses.

1990 Census Questions Omitted in 2000

The following items from the 1990 census were omitted in 2000: 20 (children ever born); 21b
(number of hours worked last week); H15 (source of water); H16 (sewage disposal); and H18
(condominium status).

INTERCENSAL RESEARCH

Between censuses, the Census Bureau consults with a wide range of data users; tests various
approaches to questionnaire design, question wording and order, data collection and capture, and
tabulation and publication of data products and media for distributing them; and evaluates the
efficacy and cost-effectiveness of new methods and technologies. The results of this research
informs all aspects of census taking. For example, in an effort to halt or reverse the decline in
mail response rates that the census suffered between 1970 and 1990 (from 78 to 65 percent), the
Census Bureau investigated ways to increase the user friendliness of the questionnaire. One goal
was to increase the attractiveness of the questionnaire, but this conflicted with the need to
improve coverage. Initially, the Census Bureau planned to use a questionnaire in 2000 that asked
for information on up to five people instead of the seven-person form used in 1990. A compro-
mise resulted in the adoption of a six-person version.'6 Because of the more stringent criteria
used for placing questions on the 100 percent questionnaire (short form) in Census 2000, the
number of questions was reduced from 13 in 1990 to 6 in 2000. On the other hand, the number
of items on the sample form (long form) remained about the same in 2000 as in 1990. Research
carried out in 1992 and 1993 suggested that response rates would improve markedly with
repeated contact with respondents. The Census Bureau decided to adopt a multiple-contact
approach (including an advance letter sent before the questionnaire and a reminder postcard sent
later) as well as a redesigned, more attractive census form. However, direct mail firms informed
the agency that a targeted mailing of a second questionnaire to nonresponding households would
not be possible in the short time available.'” For a more detailed description of the intercensal
research that preceded Census 2000, see Chapter 2, “Planning the Census.”

LONG-FORM SAMPLING

The sample, or “long,” form asked the 100 percent questions plus additional questions (e.g.,
income, marital status, housing unit value or rent) from a sample of people and housing units.
The primary sampling unit was the housing unit, including all occupants. There were four differ-
ent housing unit sampling rates: 1 in 8, 1in 6, 1in 4, and 1 in 2 (designed for an overall average

16 U.S. Census Bureau, “New Six Person Mailback Questionnaires,” Census 2000 Decision Memorandum
No. 62, October 30, 1998.

17 See the research summarized in Constance F. Citro, Daniel L. Cork, and Janet L. Norwood (eds.),
The 2000 Census: Counting Under Adversity (Washington, DC: National Academies Press, 2004) pp. 80-82.
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of about 1 in 6). For people living in group quarters or enumerated at long-form-eligible service
sites (shelters and soup kitchens), the sampling unit was the person, with only one rate, 1 in 6.
Census 2000 used these variable sampling rates in order to plan levels of sampling error for small
areas and to decrease respondent burden in the more densely populated areas, while maintaining
the reliability of the data.

The Census Bureau assigned each block a sampling rate based on precensus estimates of occu-
pied housing units in various geographic and statistical entities, such as incorporated places and
census tracts. (For a discussion of census geography, see Chapter 7, “Census Geography and the
Geographic Support System.”) Therefore, the observed sampling rate for any geographic area var-
ied according to the mix of the sampling rates of the area’s blocks and the success in collecting
the sample data for all assigned housing units. When all sampling rates and implementation were
taken into account across the country, Census 2000 sampled about 15 percent of the population
and 16 percent of the housing units. Tables of the observed sampling rates for population and
housing units, by various levels of geography, can be found at <http://censtats.census.gov
/SamplingRate.shtml>.

The sample designation method for housing units depended on the data collection procedure (see
Chapter 5, “Data Collection,” for details). Approximately 115.9 million housing units were enumer-
ated by mail procedures in the United States and Puerto Rico (92.5 million by mailout/mailback
and 23.4 million by update/leave). Housing units included on the decennial master address file
(DMAF) were electronically designated as sample units based on each block’s assigned sampling
rate. The questionnaires were either mailed or hand-delivered to the addresses with instructions
to complete and mail back the form.

About 1 million housing units were in update/enumerate areas. Housing units included on the
DMAF were electronically designated as sample units based on each block’s assigned sampling
rate. Housing units that were added in the field were sampled at a rate equal to the highest sam-
pling rate assigned to a block within the enumerator’s assignment area.

Long-form sampling entities (LFSEs) were defined for sampling purposes as counties and county
equivalents, cities, and incorporated places; minor civil divisions in Connecticut, Maine, Massa-
chusetts, Michigan, Minnesota, New Hampshire, New Jersey, New York, Pennsylvania, Rhode
Island, Vermont, and Wisconsin; American Indian reservations, tribal jurisdiction statistical areas
(later replaced for Census 2000 by entities called Oklahoma tribal statistical areas), and Alaska
Native Village statistical areas; census designated places in Hawaii; and school districts. Except as
described below for list/enumerate areas, blocks in an LFSE with an estimated occupied housing
unit count less than 800 were sampled at 1 in 2, while blocks in an LFSE with an estimated
occupied-housing-unit count of at least 800 but less than 1,200 were sampled at 1 in 4. Blocks in
census tracts with an estimated occupied housing unit count of less than 2,000 were sampled at
1 in 6 for those portions not already assigned a sampling rate of 1 in 2 or 1 in 4. Blocks within
tracts with an estimated 2,000 or more occupied housing units were sampled at 1 in 8 for those
portions not already assigned a higher sampling rate.

In list/enumerate areas (about 0.4 million housing units), the enumerators had blank address reg-
isters with designated sample lines. Beginning about Census Day, they systematically canvassed
their assigned areas and listed all housing units in the address register. They collected 100 per-
cent data for all units, plus sample information for any housing unit listed on a designated sample
line. In list/enumerate areas, the housing unit sampling rate was 1 in 2 when fewer than 1,200
occupied housing units (as measured in the 1990 census) were estimated to be in any LFSE con-
taining a block within the enumerator’s assignment area, and 1 in 6 elsewhere. All Remote Alaska
assignment areas were sampled at 1 in 2. A sample tolerance check detected and corrected enu-
merator biases in distributing the long form according to the predesignated sampling pattern.

Housing units in American Indian reservations, tribal jurisdiction statistical areas, and Alaska
Native village statistical areas were sampled according to the same criteria as other LFSEs, except
that the occupied-housing-unit estimates used in the sample selection process were modified to
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reflect the size of the American Indian and Alaska Native population as measured in the 1990
census. Trust lands were sampled at the same rate as their associated reservations.!8

LONG-FORM ESTIMATION

Requirements

As in previous decennial censuses, all estimation procedures used for Census 2000 required the
assignment of sampling weights to individual records for each sample person and housing unit.
These records were then stored on data files that had undergone computer edits for accuracy and
consistency. For all census tabulation areas, the characteristic totals were estimated by simply
summing the weights assigned to the appropriate sample person records or housing unit records.
The weighting procedures were required to meet the following criteria:

= Only a single weight was to be assigned to each individual sample person record or housing
unit record. In principle, each response item could be individually weighted to reflect edited and
imputed items. However, the practicalities of assigning, storing, controlling, and using different
item weights, especially for composite variables, combined to make the use of item weighting
infeasible.

= The assigned weights were to be integers. This was necessary for data users’ convenience since
it eliminated problems of differences due to rounding between data tables with similar marginal
categories.

= Sample estimates from the long form were to equal short-form census counts, or controls, for
items that were on both forms. This agreement was required for total population and housing
unit counts for counties and larger geographic areas and for some smaller areas as well. Agree-
ment between the sample estimates and control figures for other characteristics such as age,
race, sex, and Hispanic origin were also to be achieved, except where sample sizes were too
small. This constraint was imposed to reduce sampling variance and for the convenience of the
data users.

= The estimation procedure was to be designed to dampen the effect of any bias that occurred in
sample selection.

In general, the estimation procedure dealt with groups of records within specially defined areas
called “weighting areas.” Within each weighting area, control counts and sample counts were
obtained for various characteristics. For these characteristics, the sample was weighted to agree
with the control counts, using an iterative procedure to assign weights to the sample records
within each weighting area. Weighting areas and procedures are described on the next page.

Background and Research

After the 1960 census, agency staff examined the properties of a number of different ratio-
estimation procedures and used the iterative proportional fitting methodology, also known as
“raking.” Experience with the 1960 estimator suggested that the procedure ought to incorporate
household size in the definition of the ratio-estimate groups. However, the number of these
groups defined by expanding each of the 44 age, sex, and race groups by six household size cat-
egories could not be used efficiently by an estimator of the 1960 type, and other estimators there-
fore had to be considered.

The Census Bureau chose the estimator for the 1970 census using the following criteria. The esti-
mator was to:

= Dampen the effect of any biases that occurred in sample selection.
= Reduce the variance of sample estimates.
= Improve the consistency between complete counts and sample estimates.

'8 U.S. Census Bureau, “Requirements for Measures of Size to Assign Long Form Sampling Rates,” Census
2000 Informational Memorandum No. 24, September 17, 1999.
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= Be economical to execute.
= Permit reasonably accurate estimates of sampling error to be computed.

Prior to the 1980 census, the agency decided to conduct an empirical and theoretical study using
1970 census data to compare alternative estimation procedures.'® These included a simple infla-
tion estimator, a poststratified ratio estimator, and the raking ratio estimator. In addition, the esti-
mates for various characteristics of available sample and complete-count (i.e., 100 percent) totals
were compared for the poststratified and raking ratio estimators. Considering the same criteria for
choosing an estimator as noted above, the results of the research indicated the raking ratio esti-
mator was preferable, particularly for controlling the effect of biases resulting from the systematic
undercoverage of some demographic groups. The staff also investigated this estimator’s conver-
gence properties. Because the 1990 census sample was selected using three sampling rates, the
Census Bureau decided to incorporate sampling rate as the fourth dimension in the ratio-
estimation procedures.

In 1990, the staff completed an empirical study designed to compare several methods for produc-
ing sample tabulations of family characteristics. Based on results from the study, it was concluded
that none of the methods under consideration was significantly better than the method used in
1980 to produce family estimates. In 2000, as in the previous two censuses, family estimates
were tabulated by adding the weight of Person 1 in family households.

For Census 2000, the reduction in the items on the short form forced the elimination of some
categories in the raking procedure for occupied housing units.

Weighting Areas

Prior to the raking ratio-estimation procedure, each state was divided into weighting areas. Initial
weighting areas were formed by combining records with the same area sampling rate within tabu-
lation block groups. Final weighting areas required a minimum sample of 400 people and were
formed by combining initial weighting areas. In counties with a sample count of less than 400
people, the minimum sample size requirement was relaxed so the entire county could be a
weighting area.

Ratio Estimation Groups and Weighting Procedure

Within a weighting area, the ratio-estimation procedure for people was performed in four stages.
The first stage applied 21 household-type groups. The second stage used three groups: sampling
rate of 1in 2; sampling rate of 1 in 4; and sampling rates less than 1 in 4. The third stage used the
householder/nonhouseholder dichotomy.20 The fourth stage applied 312 aggregate age-sex-race-
Hispanic—origin groups. The stages were as follows:

PERSONS
Stage I—Type of Household

People in housing units with a family with own children under 18:
1 2 people in housing unit
3 people in housing unit
4 people in housing unit

2

3

4 5 people in housing unit

5 6-7 people in housing unit
6

8 or more people in housing unit

9 Jay Kim, John H. Thompson, Henry F. Woltman, and Stephen M. Vajs, “Empirical Results from the 1980
Census Sample Estimation Study,” paper presented at the Joint Statistical Meeting, 1981, Chicago, IL; printed in
Proceedings of the Section on Survey Research Methods of the American Statistical Association (Alexandria, VA:
American Statistical Association, 1981), pp. 170-75.

20 The person or individuals occupying a housing unit were termed a “household,” and the reference
person (Person 1) was the “householder.”
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People in housing units with a family without own children under 18:
7-12 2 through 8 or more people in housing unit
People in all other housing units:
13 1 person in housing unit
14-19 2 through 8 or more people in housing unit
Group quarters:
20 people in group quarters
Service-based enumerations:
21 people enumerated at service sites
Stage lI—Sampling Type
1 1in?2
2 1in4
3 lTin6orlin8

Stage lll—Householder Status
1 Householder
2 Nonhouseholder

Stage IV—Race/Hispanic Origin/Age/Sex

People of Hispanic origin:

Black:

Male:
1 0-4 years
2 5-14 years
3 15-17 years
4 18-19 years
5 20-24 years
6 25-29 years
7 30-34 years
8 35-44 years
9 45-49 years
10 50-54 years
11 55-64 years
12 65-74 years
13 75+ years

Female:

14-26 Same age categories as Groups 1 through 13
American Indian or Alaska Native:

27-52 Same gender and age categories as Groups 1 through 26
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Asian:
53-78 Same gender and age categories as Groups 1 through 26
Native Hawaiian or Pacific Islander:
79-104 Same gender and age categories as Groups 1 through 26
White:
105-130 Same gender and age categories as Groups 1 through 26
Other:
131-156 Same gender and age categories as Groups 1 through 26
People not of Hispanic origin:
157-312 Same race, gender, and age categories as Groups 1 through 156

Respondents who indicated that they belonged to two or more races (multirace respondents) were
included in one of the six major race groups for estimation purposes only. Subsequent tabulations
were based on the full set of responses to the race item.

Within a weighting area, the first step in the estimation procedure was to assign an initial weight
to each sample person record. This weight was approximately equal to the inverse of the
observed sampling rate for the initial weighting area. These weights were added into a four-
dimensional matrix, called the “raking matrix,” and added to the marginal totals for the four
dimensions. Census counts were obtained as control counts corresponding to these marginals.

The next step in the estimation procedure, prior to iterative proportional fitting, was to combine
categories in each of the four estimation stages, when needed, to increase the reliability of the
ratio-estimation procedure. For each stage, if a group did not meet certain criteria for the
unweighted sample count or for the ratio of the control count to the initially weighted sample
count, it was combined, or collapsed, with another group in the same stage according to a speci-
fied collapsing pattern. The fourth stage applied an additional criterion concerning the number of
sample people in each race/origin category.

As the next step, the initial weights underwent four stages of ratio adjustment, with the grouping
procedures described above applied. At the first stage, the ratio of the control count to the sum of
the initial weights for each sample person was computed for each Stage | group. The initial weight
assigned to each person in a group was then multiplied by the Stage | group ratio to produce an
adjusted weight. In Stage I, the Stage | adjusted weights were again adjusted by the ratio of the
control count to the sum of the Stage | weights for sample people in each Stage Il group. Next, at
Stage lll, the Stage Il weights were adjusted by the ratio of the control count to the sum of the
Stage Il weights for sample people in each Stage Ill group. Finally, at Stage IV, the Stage Il weights
were adjusted by the ratio of the control count to the sum of the Stage Ill weights for sample
people in each Stage IV group. The four stages of ratio adjustment were repeated in the order
given above until predefined stopping criteria were met.

The weights obtained from the final iteration for Stage IV were then assigned to the sample per-
son records. However, to avoid complications in rounding for tabulated data, only whole number
weights were assigned. For example, if the final weight of the people in a particular group was
7.25, then one-quarter of the sample people in this group were randomly assigned a weight of 8,
while the remaining three-quarters received a weight of 7. If any weights were excessive, the col-
lapsing criteria were tightened to achieve additional collapsing and lower final weights.

The ratio-estimation procedure for housing units was essentially the same as that for people,
except that vacant units were treated separately. The occupied-housing-unit ratio-estimation pro-
cedure was done in three stages, while the one for vacant units was done in a single stage. The
first stage for occupied housing units applied 19 household-type groups, while the second stage
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applied 3 sampling-type groups. The third stage used 24 tenure/race/Hispanic—origin groups. The

stages for ratio estimation for housing units were as follows:

OCCUPIED HOUSING UNITS
Stage |—Type of Household

People in housing units with a family with own children under 18:

1 2 people in housing unit
2 3 people in housing unit
3 4 people in housing unit
4 5 people in housing unit
5 6-7 people in housing unit

6 8 or more people in housing unit

People in housing units with a family without own children under 18:

7-12 2 through 8 or more people in housing unit
People in all other housing units:

13 1 person in housing unit

14-19 2 through 8 or more people in housing unit

Stage [I—Sampling Type

1 1in?2
2 1in4
3 lin6orlin8

Stage Ill—Race and Hispanic Origin of Householder/Tenure
Owner:

Householder of Hispanic origin:

1 Black or African American

2 American Indian or Alaska Native
3 Asian

4 Native Hawaiian or Pacific Islander
5 White

6 Other

Householder not of Hispanic origin:
7-12 Same race categories as Groups 1 through 6

Renter:

13-24  Same race and Hispanic origin categories as Groups 1 through 12

History: Census 2000

U.S. Census Bureau

Chapter 3: Questions

113



A simple ratio adjustment in one dimension was used for vacant housing units.

VACANT HOUSING UNITS

1 Vacant for rent
2 Vacant for sale
3 Other vacant

The estimates produced by this procedure realized some of the gains in sampling efficiency that
would have resulted if the population had been stratified into the ratio-estimation groups before
sampling and if the sampling rate had been applied independently to each group. The net effect
was a reduction in both the standard error and the possible bias of most estimated characteristics
to levels below what would have resulted from simply using the initial, unadjusted weight. This
estimation procedure was designed so that the estimates from the sample would be more consis-
tent with the control counts for the population and housing unit groups used in the estimation
procedure than simply using the initial, unadjusted weights.

Weighting Approval Process

In Census 2000, the weighting operation was reviewed by state as the states were processed. The
entire weighting procedure was independently programmed, and results were compared to the
production results. A fully detailed review was completed for three test states, Vermont, West
Virginia, and New Jersey. There were a summary review and detailed analysis of selected weight-
ing areas for the remaining states. Final weights were verified for all persons for all states. In addi-
tion, Census Bureau headquarters staff received output from the weighting operation that gave
both detailed and summary information concerning the weighting operation for each weighting
area in a state. The output included certain demographic counts, marginal weighting matrix
counts, details of the weighting area formation and weighting matrix collapsing, and other ana-
lytical data relating to the weighting operations.

Long-Form Estimation

Once the final weights were developed, long-form estimation was relatively simple: to estimate
the number of people with certain characteristics in a given geographic area, add the weights of
people with the characteristics. To estimate means, such as per capita income, for some group,
divide the total weighted income of people in the group by the weighted number of people in the

group.

LONG-FORM SAMPLING VARIABILITY

Due to sampling variability, statistics based on a sample of the population differ from figures that
would have been obtained if a complete census had been taken using the same questionnaires,
instructions, and enumerators. Sample results were also subject to the same response, reporting,
and processing errors which would be present in data from a complete census.

To ensure that sample statistics from the census would be properly interpreted, a statement on
their reliability appeared in census publications. The estimates of reliability reflected sampling
error and some effects of the estimation procedure but did not reflect the effect of response or
processing variance or any effect of bias arising in data collection, processing, or estimation.

A major concern in the choice of a method of presenting sampling errors arose from the number
of statistics produced. To compute and show the sampling error for each published characteristic
in each tabulation area would have been costly and time-consuming, and it also would have
doubled space needed to present the results in published volumes. Also, the estimates of sam-
pling errors for individual small estimates are highly variable and, therefore, not very reliable. The
Census Bureau decided, therefore, to group the individual census items into homogeneous
classes. The publications show the average of the sampling errors for the items in each class.
Users are instructed how to estimate this average, or typical sampling error, for any characteristic.
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Almost all of the statistics tabulated from the census sample could be characterized as 0-1 vari-
ates; that is, the person or housing unit was assigned the value “1” if that person or housing unit
possessed the characteristic, and “0” otherwise. The design of the census sample and the ratio-
estimation procedure used suggested that the variances would usually have a fairly simple rela-
tionship to those arising from a simple random sample of the same size. This led to a decision to
present the sampling errors in the form of “design factors”—the ratio of the estimate of the
standard error of the census sample to the standard error for a 1 in 6 simple random sample.2!

Methodology

The first step in the process of providing estimates of sampling error, as represented by the vari-
ance or the standard error (the square root of the variance), was to estimate the sampling errors
for a large number of characteristics. Because a complex estimator and a systematic sample of
clusters (households) were used, no simple mathematical formula could be derived that would
directly estimate the variance from the census sample. The variance of census estimates was
therefore approximated by a procedure known as successive difference replication.22 This proce-
dure involved generating 52 replicate samples for each weighting area. The order of selection in
the sample was reflected in the replicates. All sample units in the weighting area were included in
each replicate, although with differing weights. A ratio adjustment was made to the replicate
weights in order to adjust the total population estimate for each replicate to the full sample total.
The variance was estimated from the resulting replicate samples using a standard variance for-
mula for successive difference replication.

Approximately 300 direct variance estimates were calculated for states, counties, places, and cen-
sus tracts for the demographic profiles. In addition, the agency produced approximately 4,000
direct variance estimates for each weighting area. These were used to calculate generalized vari-
ance design factors for all possible estimates by dividing the estimated standard error by the stan-
dard error which would be expected from a simple random sample of the same size. Extremely
high estimates of design factors were removed. The average of the remaining data item design
factors by sampling rate category was calculated across weighting areas within the state. The
average design factor (weighted by the weighted count of the data item) was then computed over
data items by 60 subjects, such as place of work or poverty, and by four observed sampling rates
(less than 15 percent, 15 to 25 percent, 25 to 35 percent, and over 35 percent). The national- and
state-level design effects are available at <http://www.census.gov/prod/cen2000/doc/sf3.pdf>.

Presenting Sampling Errors

The design factors at the national or state level can be used to estimate the long-form standard
error of any estimate. Data users are instructed to find the design factor for the subject area of
interest (e.g., language usage or number of rooms) based on the observed sampling rate and to
estimate the standard error which would be obtained if the sample were a simple random sample
by a simple formula using only the estimate and the size of the area. They then multiply the
design factor by the simple random sample standard error to obtain an estimate of the standard
error of the census statistic of interest.

21 Stephen P. Hefter and Philip M. Gbur, “Overview of the U.S. Census 2000 Long Form Weighting,” paper
presented at the Joint Statistical Meeting, 2002, New York; printed in Proceedings of the Section
on Survey Research Methods of the American Statistical Association (Alexandria, VA: American Statistical
Association, 2003), pp. 1418-23.

22 Robert E. Fay and George F. Train, “Aspects of Survey and Model-Based Postcensal Estimation of Income
and Poverty Characteristics for States and Counties,” paper presented at the Joint Statistical Meeting, August
14, 1995, Orlando, FL; printed in Proceedings of the Government Statistics Section of the American
Statistical Association (Alexandria, VA: American Statistical Association, 1996), pp. 154-59.
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PRESENTATION OF INDIVIDUAL QUESTIONS

The questionnaire items discussed below, including all instructions, appear as they did on the
2000 questionnaire. With two exceptions, the items fall into one of four groupings: 100 percent
population questions (those asked of every respondent), sample population questions (asked only
of randomly selected respondents), 100 percent housing questions, and sample housing ques-
tions. The exceptions are the “household roster” questions, which are discussed below, just
before the individual population and housing items.

In an effort to maximize the response rate and increase the “user friendliness” of the census form,
Census 2000 presented a much simplified questionnaire to respondents. Questions were worded
to be as direct and self-explanatory as possible, with instructions kept to a minimum to improve
clarity. Respondents received no separate instruction booklet with the mailed questionnaire, as
they had in the 1990 census. People seeking a questionnaire in one of several languages other
than English (or Spanish in Puerto Rico) could request one in response to a mailed, precensus
advance letter from the Census Bureau.

Follow-up enumerators had additional instructions in the Nonresponse Follow-Up Enumerator
Manual. Because the enumerators’ instructions generally only rephrased or clarified respondents’
instructions, this discussion will mention them only when necessary to explain how the Census
Bureau resolved certain special situations. Also, where relevant, this chapter will discuss variables
derived from questions and specifications for editing and allocation.

HOUSEHOLD ROSTER QUESTIONS

Question 1. Number of Residents

o In comparison with the 1990 census, Census 2000
How many people were living or staying in this house, i ifi i i i i i
apartmen. or moblle home on April 1, 30007 simplified t.he residence |nstr.uct|cl)“ns for |Tclud|ng
and excluding people—the eight “include” catego-
Number of people ries in 1990 were reduced to three, and the five
“exclude” categories were reduced to four. These
INCLUDE in this number. instructions helped respondents apply the census
o foster children, roomers, or housemates ) p p o pply ) ;
« people staying here on April 1, 2000 who residence rules when deciding whom to include in

have no other permanent place to stay or exclude from the household count.23
e people living here most of the time while

working, even if they have another place to live ) .
The Census Bureau added this question to the

20 "'°”"|‘;"'""Et“;thi: ’l‘_”_"‘be“ i Census 2000 questionnaire to evaluate census cov-
e college students living away whnile
attengding college g away erage. Census analysts compared the response to

* people in a correctional facility, nursing home,  this question with the roster of household members
or mental hospital on April 1, 2000 i :
« Armed Forces personnel living somewhere else  the respondent provided and with the number of
* people who live or stay at another place most individual responses on the completed question-
O e time . . ar . .
naire to determine if information on all household
members had been supplied. It also allowed nonre-
sponse follow-up enumerators to check that the number of respondents on which a questionnaire
contained information matched the number of people living or staying in the house, apartment, or

mobile home.

23 See Chapter 2, “Planning the Census,” p. 34, for a brief description of the rostering research included in
the 1995 Census Test.
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Question 2. Names of Residents

e Please print the names of all the people who you

indicated in question 1 were living or staying here
on April 1, 2000.

Example — Last Name

Census 2000, like the 1990 census, asked
respondents for their names and the names of
all people living in the residence on April 1.
Census 2000 simplified the process by elimi-

JJOHNS ON nating the need for respondents to list people
First Name M who lived in the residence only occasionally.
ROB I N ) Both short and long forms of the Census 2000

questionnnaire allowed room for twelve people
to be listed in a household, though respon-
dents were given room to answer questions on
no more than six people.24 If more than six
people were listed on a mail return form, a tele-
phone operation called coverage edit follow-up
collected information on the remaining
individuals.25

Start with the person, or one of the people living
here who owns, is buying, or rents this house,
apartment, or mobile home. If there is no such
person, start with any adult living or staying here.

Person 1 — Last Name

First Name Ml

Person 2 — Last Name

First Name Ml

100 PERCENT POPULATION QUESTIONS

Question 1. Name

The census included the name as a person’s basic
identifier and as a means of safeguarding against
duplication. From the first census in 1790 through
the 1840 census, only the names of family heads
were recorded. Beginning in 1850, the census
recorded the names of all people in the household
except slaves, whose descriptions were recorded
on a separate form along with the names of slave
owners. Beginning with the 1870 census, enu-
merators recorded the names of all people because the Thirteenth Amendment to the U.S. Consti-
tution dissolved any legal distinction between slaves and free people.

What is this person’s name? Print the name of
Person 1 from page 2.

Last Name

First Name Ml

The Census 2000 questionnaire differed from the 1990 questionnaire in its approach to asking
respondents to record information for household members. On the 1990 questionnaire, the 100
percent population items were arranged in a matrix format that allowed respondents to answer
these questions for each of up to seven household members first, followed by the 100 percent
housing questions. For long forms, the sample housing questions came next. The final sections of
the sample questionnaire were devoted to the sample population questions. The 2000 question-
naire, however, asked respondents to answer every question (7 on the short form; 53 on the long
form) for a particular individual, then do the same for the next individual, and so on until data for

2% The enumerator questionnaires (D-1(E) short form and D-2(E) long form) used in nonresponse follow-up
had room for only five respondents.

25 For a description of coverage edit follow-up and other census data collection operations, see Chapter 5,
“Data Collection.”
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all people listed (up to six) had been recorded. The long-form housing questions appeared in the
individual section for Person 1. This approach was intended to reduce the possibility for confusion
and error by focusing respondents on one person at a time for a sequence of questions, rather
than focusing them on one question at a time for a sequence of people.

Census 2000 was the first decennial census to data capture all names reported on all question-
naires.26 Use of names was an important tool for coverage improvement and editing the questions
on sex and Hispanic origin. Having names in a machine-readable format made it possible to try to
resolve the large number of duplications found in the enumerated population.

Coding. None was required.

Editing and allocation. First names were used to help impute a value for sex when that ques-
tion was not answered. When a person with a particular first name did not report a sex, the sex
reported by the majority of people reporting that same first name was used to assign a sex. All
surnames captured were categorized by whether they were Spanish, not Spanish, or indeterminate
(or not reported). Determination of whether a particular surname was Spanish was based on the
origin given by people who reported that surname. If a surname occurred ten or more times in a
state and 85 percent or more of people with this surname reported they were of Spanish origin,
that surname was considered to be Spanish. If 85 percent or more of people with this surname
reported they were not of Spanish origin, that surname was classified as not Spanish. If less than
85 percent of people reported either Spanish or not Spanish, the surname was considered indeter-
minate. (See edit procedures for Hispanic origin below.)

Question 2. Household Relationship

Relationships were categorized in reference to Person 1.
é How is this person related to Person 1? Therefore, Person 1 did not need to answer the relationship
Mark (X) ONE box. question. For Person 1, the Census Bureau used this space

O Husband/wife to ask for the telephone number at which Person 1 could be
O Natural-born son/daughter contacted.

O Adopted son/daughter

O stepson/stepdaughter Relationships between people sharing a residence provided

Q Brother/sister data on living arrangements as well as social and economic
O Father/mother

O Grandchild characteristics. The federal government required these data
@ Caramicin to plan for social security needs; to define poverty; and to
O son-in-law/daughter-in-law determine funding needs for programs such as Head Start,

OJ Other relative — Print exact relationshio.  the School Breakfast Program, and the Compensatory
Education of the Disadvantaged Program.

If NOT RELATED to Person 1: The census began recording data on the relationships

O Roomer, boarder between household members in 1880, though the defini-

8 Housemate, roommate tion of a family for census purposes at the time was very

Unmarried partner ) . ) .

O Foster child inclusive—everyone who ate at the same table, including

@ i ek people living alone as sole members of a household. In the
tenement houses or “flats” of America’s growing cities, enu-
merators counted families by counting the dining tables. In

1950, the census distinguished “families” from “households” by noting blood relations or adop-

tion as defining characteristics of a family for census purposes.

26 All the safeguards protecting respondent confidentiality spelled out in Title 13 of the United States Code
remained in force. For a description of the confidentiality requirements of Title 13, see Chapter 11, “Legal
Issues.” During the 1990 census, the surnames and initials of the first person listed on about 4.7 million ques-
tionnaires were data captured via a keying operation. This was done for questionnaires that were returned by
residents of multiunit structures and housing units without house number and street name addresses.
Nonresponse follow-up enumerators used respondent surnames to help resolve apartment mix-ups caused by
misdelivered questionnaires and to assist in locating nonresponse units. See 1990 Census of Population and
Housing, History, Part C, 1990 CPH-R-2C (Washington, DC: Government Printing Office, 1995), p. 8-6.
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Over the years, refinements in data collection technology have enabled the census to respond
more accurately to changing social conditions. Census 2000 included ten possibilities for family
relationship, whereas the 1990 census had offered seven. The 2000 questionnaire separated the
category of “adopted son/daughter” from “natural-born son/daughter,” whereas the 1990 census
had put these two categories together. Census 2000 also included son-in-law/daughter-in-law and
parent-in-law as new categories. Among the categories of “not related,” Census 2000 separated
the category of “foster child” from the 1990 category of “roomer, boarder, or foster child” in order
to provide a more accurate count of children living in foster care.

Derived variables. The person or individuals occupying a housing unit were termed a “house-
hold,” and the reference person (Person 1) was the “householder.” Households were either “fam-
ily” or “nonfamily.” Family households had at least one person related to Person 1 by birth, mar-
riage, or adoption. The family consisted of the householder and all persons related to him or her.
Any other persons in the household not related to the householder by birth, marriage, or adoption
were termed “nonrelatives.” A nonfamily household contained a person living alone or with non-
relatives only. A household might include only one family (or none), but could also contain sub-
families (defined below) among the family members.

Families were further classified by family type such as a “married-couple family” when a house-
hold member was listed as “husband/wife” of Person 1. Two other family categories frequently
used were “families with a male householder, no wife present” and “families with a female house-
holder, no husband present.”

The measure “persons in household” was calculated by dividing all occupants in a household, not
just those related to the householder, by the number of occupied housing units. Figures for
“persons in household” matched those for “persons in unit” in population and housing tabula-
tions, respectively, based on 100 percent data. In sample tabulations, these figures sometimes dif-
fered because of the weighting process. “One-person households” and “persons living alone” were
synonymous. “Persons per family” was obtained by dividing the number of persons in families by
the total number of families. In cases where individuals in households and families were cross-
classified by race or Hispanic origin, household members were typically classified by the race or
Hispanic origin of the householder rather than the race or Hispanic origin of each individual. How-
ever, the Summary File 2 Supplement contained data for people in households based on the race
or Hispanic origin of each individual, rather than on the race or Hispanic origin of the house-
holder.

Enumerators and telephone follow-up clerks received additional instructions in the Questionnaire
Reference Book. They filled the “husband/wife” box for the person reported as the husband or
wife of Person 1. Other married couples might have resided in the household, but the entry for
“husband/wife” was filled only for the person reported married to Person 1.

Subfamilies were “families within a family.” A “subfamily” was a family group of two or more per-
sons related to the reference person but not including the reference person or his/her spouse.
There were two types of subfamilies: “married-couple” and “parent-child.” A “married-couple” sub-
family contained a married couple and their never-married children under 18 years of age, if any.
Examples would include the son and daughter-in-law of Person 1 and their never-married child
(the grandchild of Person 1) or the mother and father of Person 1. A “parent-child” subfamily con-
tained one parent (with no spouse present) and one or more never-married children under 18
years of age. Examples would include Person 1’s daughter and her never-married children under
18 years (grandchildren of Person 1) or Person 1’s mother and a never-married brother or sister
under 18 years of age.

A “natural-born son/daughter” or an “adopted son/daughter” was a son or daughter of Person 1
by birth (or adoption), regardless of the age of the child. If Person 1 was also the stepparent of the
adopted child, the category “adopted son/daughter” took precedence over “stepson/
stepdaughter.” “Adopted son/daughter” appeared as a separate category and response option in
Census 2000, whereas in the 1990 census adopted children had been counted in the same cat-
egory as natural-born children. Additionally, foster children appeared as a separate category in
2000, having been included with roomers and boarders in the 1990 census.
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A “stepson/stepdaughter” was a son or daughter of Person 1 through marriage but not by birth,
regardless of the age of the child (excluding sons- and daughters-in-law). If the “stepson/
stepdaughter” of Person 1 also was legally adopted by Person 1, he or she was considered an
“adopted son/daughter,” not a “stepson/stepdaughter.” In other words, “adopted son/daughter”
took precedence over “stepson/stepdaughter.”

A “brother/sister” was either the brother or sister of Person 1 by birth or adoption or the step-
brother or stepsister of Person 1. A “father/mother” was either the parent by birth, the stepparent,
or the adoptive parent of Person 1. A “grandchild” was the grandson or granddaughter of Person
1. A “parent-in-law” was either the mother or father of Person 1’s spouse. A “son-in-law/daughter-
in-law” was the spouse of Person 1’s daughter or son. “Other relative” included brothers- and
sisters-in-law, as well as anyone else related to Person 1, either by blood, marriage, or adoption
(such as nephew, aunt, cousin, grandparent, great-grandchild, etc.), and the exact relationship
was printed in the space provided. However, Census 2000 counted parents-in-law of Person 1 who
lived in the household as a separate category. This differed from the 1990 census which included
parents-in-law in the “other relative” category.

A “roomer, boarder” was a roomer, boarder, or lodger not related to Person 1. A “housemate,
roommate” was a person who was not related to Person 1 but used common living quarters pri-
marily to share expenses. An “unmarried partner” was a person who was not related to Person 1
but shared living quarters and had a close personal relationship with him or her. “Other nonrela-
tive” referred to any other person who was not related to Person 1 by blood, marriage, or adop-
tion but could not be described by the given categories.

Coding. For respondents marking the “other relative” box on the questionnaire, space was pro-
vided to write in the specific relationship of that person to Person 1. For most cases, the written
response was automatically coded by scanning and interpreting the written image, matching the
interpreted response to a dictionary of names, and then selecting the appropriate final set of rela-
tionship coded categories. This dictionary included numerous variations on relationship types (for
example, sister, sis), misspellings (soster, sisster, sissterr), and foreign-language equivalents. For
those entries that could not be found in the relationship dictionary, the interpreted electronic
images of the write-in responses produced by the optical character recognition software were
visually interpreted by coders who then assigned the write-in to the predetermined set of
responses. Write-in responses which could not be classified were then coded to the “other rela-
tive” category. If the write-in clearly indicated that this person was not related to the householder
(for example, “best friend”), the coders then assigned the response to the proper nonrelative
category.

Editing and allocation. Relationship categories were edited for consistency using the age and
sex of the respondent in relation to the householder. Certain criteria were established to ensure
that there would not be multiple entries of the same relationships where only one response was
acceptable (for example, only one spouse per householder). In addition, age limits were estab-
lished between people for acceptability of responses (for example, the parent of the householder
had to be older than the householder by 15 or more years). In instances where inconsistent or
blank responses were noted, items were either assigned on the basis of logical relationships
between people or were allocated from matrices based on questionnaires completed with accept-
able responses.

A major change in the editing routine of the relationship item between the 1990 census and 2000
census was in the editing of married couples where the householder and the spouse were of the
same sex. In 1990, the response of “spouse” was retained but the sex of the spouse was changed
to the opposite sex to establish only opposite-sex spouses. In 2000, no change was made in the
sex of the spouse, but the relationship category “spouse” of the householder was changed to
“unmarried partner” of the householder. A new allocation category, “changed for household con-
sistency,” was added for edits of this type.27 More detailed descriptions of this editing procedure

27 Relationships changed for household consistency were treated as self-reported on the Census 2000
public use microdata sample files.
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can be found in the technical note on unmarried partners located at <http://www.census.gov/
prod/cen2000/notes/errata.pdf> or in the Census 2000 publication Notes and Errata: 2000,
SF/01-ER, Summary File 1, Technical Documentation, Note 3.

In addition, the relationship item in 2000 was not edited using marital status because marital sta-
tus was present only on the long form. In 1990 marital status was included on the short form, and
its inclusion aided in the editing and allocation of relationship responses.

Question 3. Sex

Every census since the first in 1790 has recorded

What is this person’s sex? Mark (X) ONE box. a person’s sex (male or female) as a basic popula-
O Male tion characteristic. Sex refers to the biological cat-
O Female egories of male and female. Gender refers to a

person’s sexual identity and to the constellation of

traits or characteristics that a particular society
ascribes to people of a given sex. Prior to 1960, enumerators noted a person’s sex by simple
observation, by inference (a “wife” was considered female, as was someone with a female name),
or by direct questioning as necessary. Starting with the 1960 census, when the census first used
the mail extensively to collect data, respondents began recording their own responses, including
their sex, on a mail-in census questionnaire. By 1970 about 60 percent of census data was gath-
ered by mail, and by 1980 the percentage had climbed to about 90 percent. The census collects
data on sex in part to comply with a variety of legal mandates and requirements, such as laws
concerning affirmative action and equal employment opportunity, public health, and veterans’ pro-
grams (“hot-deck” imputation).28

Coding. None was required.

Editing and allocation. The consistency checks for the relationship, sex, age, and date-of-birth
items were conducted jointly to reconcile inconsistencies between each household member’s rela-
tionship to Person 1 and between the respondent’s sex and age. First name was used to impute a
sex if none was reported. During the householder edit that involved the question on relationship,
there was a consistency check of householder/spouse responses to assure that the householder
and spouse entries were for opposite sexes. The edit assigned values for inconsistently reported
or missing values based on the values of other variables for that person, from other people in the
household, or from people in other households.

Question 4. Age and Date of Birth

The census has collected data on age since 1790,
What is this person’s age and what is this person’s though in that first census age was used only to
GG L divide free white males into those 16 years old and
Age on April 1, 2000

above and those below the age of 16. Subsequent
censuses expanded the recording categories, first
as age ranges and then, in 1850, as single years.
The 1850 census asked people their “age at last
birthday,” with infants under 1 year of age entered
as twelfths of a year (for example, 3 months was
recorded as 3/12). The 2000 questionnaire differed
from the 1990 questionnaire in asking for the person’s month and day of birth as of Census Day
in addition to age and year of birth, thus allowing for a more accurate measure of this item. Minor
variations in recording peoples’ ages have occurred over the years, as follows:

Print numbers in boxes.
Month  Day Year of birth

28 See footnote 9 in this chapter for a definition of hot-deck imputation.
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Census

Year Asked Additional detail
Day
1890 June 1 Age at nearest birthday In 1890 and 1900, age for the under-1-year-old popu-
lation was reported in months as twelfths of a year.
1900 June 1 Age, month, and year of birth

1910 April 15 Age at last birthday
1920 January 1 Age at last birthday

1930 April 1 Age at last birthday
1940 April 1 Age at last birthday
1950 April 1 Age at last birthday In 1950, month of birth was reported for babies under
1 year old.
1960 April 1 Quarter of year in which birth occurred and
year
1970 April 1 Age, month, quarter, and year of birth
1980 April 1 Age, month, quarter, and year of birth
1990 April 1 Age and year of birth
2000 April 1 Age on April 1 and month, day, and year of
birth

Accurate age data were crucial to a successful census. Numerous laws, such as those concerning
public health, civil rights and voting rights, special education, juvenile justice, veterans’ programs,
and low-interest insured student loans, required age data gathered by the census.

Coding. None was required.

Editing and allocation. Both preediting and editing procedures were used to assess consis-
tency and quality of age and date-of-birth responses. When there were inconsistencies between
reported age and age calculated from date of birth, the latter generally took precedence. The con-
sistency checks for the relationship, sex, age, and date-of-birth responses were conducted jointly
to reconcile inconsistencies between each household member’s relationship to the householder
and between the respondent’s sex and age. The edit imputed values for inconsistently reported or
missing values based on the values of other variables for that person, from other people in the
household, or from people in other households.

Question 5. Spanish/Hispanic/Latino Origin

Is this person Spanish/Hispanic/Latino? Mark i i i
o the "No™ box if ot Soanishy Hispanic/Latino, The census has included a question on Spanish/

O No, ot Spanish/Hispanic/Latino Hispanic origin since 1970, though at that time it
O Yes, Mexican, Mexican Am., Chicano was asked of only a 5 percent sample of the

O Yes, Puerto Rican population. Starting in 1980 the question was

O Yes, Cuban asked of every census respondent, reflecting a

O VYes, other Spanish/Hispanic/Latino — Print group. dramatic rise in the number of Spanish/Hispanic
people in the U.S. population. This information
was required or mandated by federal laws con-
cerning affirmative action and equal opportunity,
civil and voting rights, public health, and certain
areas of commerce.

People of Spanish/Hispanic origin or descent were those who classified themselves in one of the
specific Spanish/Hispanic origin response categories listed on the questionnaire—Mexican, Puerto
Rican, or Cuban—as well as those who indicated they were of “other Spanish/Hispanic origin.”
Individuals reporting “other Spanish/Hispanic origin” were those who traced their origin to other
Spanish-speaking countries, such as those of Central or South America, Spain, and the Dominican
Republic, or people identifying themselves generally as Spanish, Spanish American, Hispano,
Latino, etc. Starting in 1980, the census questionnaire asked for Spanish/Hispanic origin and race
data separately. Census 2000 simplified the 1990 question, changing “Is this person of
Spanish/Hispanic origin?” to “Is this person Spanish/Hispanic/Latino?” The 2000 wording also
reflected the frequent use of the word “Latino” by people of Spanish/Hispanic origin to describe
themselves.
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Coding. For the second time during a census, an automated coding system for written responses
to the Hispanic-origin question was used in Census 2000. The automated system aimed to reduce
the potential for error associated with a clerical review. Using master files containing millions of
unique coded written responses from previous censuses and surveys, the system automatically
coded more than 90 percent of the written responses if the entry matched an entry already in the
master files. Specialists with thorough knowledge of Hispanic-origin categories and classification
systems reviewed and coded responses that were not automatically coded.

Editing and allocation. Reediting and editing procedures were used for the Hispanic-origin
question. Preediting procedures eliminated duplicate responses and adjudicated other situations
where more than one response was provided (only one response was allowed for this question).
For Census 2000, if both Hispanic origin and race were missing, they were imputed jointly (in the
1990 census, each response was imputed independently). The 2000 editing procedures could
have imputed a value from an ethnic response provided by that person in the question on race, a
response from another household member of the same race using a precedence order of house-
hold relationships, or a response from another person of the same race and age group in a differ-
ent household based on whether the person needing an origin had a Spanish surname (hot- deck
imputation). The computer software identified people with a reported origin and a Spanish sur-
name as potential donors for origin to the Spanish surname-assisted hot deck.2? For those with a
reported origin and a non-Spanish surname, the computer program copied their origin to the non-
Spanish surname-assisted hot deck. For all other people with a reported origin, the software iden-
tified their origin as potential donors to a non-surname-assisted hot deck. If a person requiring an
origin from the hot deck had a Spanish surname, he or she would receive an origin from the
Spanish-surname-assisted hot deck. If a person requiring an origin from the hot deck had a non-
Spanish surname, he or she would receive an origin from the non-Spanish-surname-assisted hot
deck. All other people requiring an origin from the hot deck would receive an origin from the non-
surname-assisted hot deck. Census 2000 was the first decennial census to use surname-assisted
hot decks.

Question 6. Race

The census has collected data on race since 1790.

What is this person’s race? Mark (X) one or Race has been an evolving and sensitive concept in
more races to indicate what this person considers . . . .

himselflherself to be. American life and has continued to be a required or
O white mandated item in numerous government programs
O Black, African Am., or Negro involving affirmative action and equal employment

O American Indian or Alaska Native — Print name opportunity, civil and voting rights, public health, and
of enrolled or principal tribe. , .
veterans’ benefits. In 2000, the Census Bureau used a
concept of race that did not denote any clear-cut sci-
entific definition of biological stock but instead
acknowledged that people often identify with one or

O Asian Indian (O Native Hawaiian .
O Cchinese (O Guamanian or more racial groups.
O Filipino Chamorro . .
@ Sercan The 1990 questionnaire asked respondents to choose
Japanese L . i
DR — O other Pacific only one racial identification, whereas the 2000 ques-
O Vietnamese E}fnr}d,‘;rcg tionnaire allowed for “one or more” racial choices.
O other Asian — Print race. / Census 2000 added the descriptor “African Am.” to

“Black or Negro,” reflecting the increased use of Afri-
can American as a racial self-identifier. It also modi-
fied other categories in order to increase accuracy. It
O Some other race — Print race. created a single category, “American Indian or Alaska
Native,” whereas the 1990 census had contained
three: “Indian (Amer.),” “Eskimo,” and “Aleut.” The cat-
egory of “Other Asian or Pacific Islander,” which had

29 For a description of how surnames were classified into Spanish, non-Spanish, and indeterminate, see the
“Editing and allocation” section for Question 1 (hame and number of people).
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appeared for the first time in the 1990 census, was separated into two distinct categories, “Asian”
and “Native Hawaiian or Other Pacific Islander.” The category “Hawaiian” became “Native Hawai-
ian”; “Chamorro” was added to “Guamanian,” as in “Guamanian or Chamorro”; and “Asian Indian”
was added to more clearly distinguish it from “American Indian.”

Coding. For the second time during a census, an automated coding system for written responses
to the race question was used in Census 2000. The automated system aimed to reduce the poten-
tial for error associated with clerical coding. Using master files containing millions of coded writ-
ten responses from previous censuses and surveys, the system automatically coded the written
responses if the entry matched an entry already in the master files. Specialists with thorough
knowledge of race categories and classification systems reviewed and coded responses that were
not automatically coded.

Editing and allocation. Both preediting and editing procedures were used for the race question.
Preediting procedures accomplished the following tasks:

= Eliminated duplicate responses, including situations where write-in responses duplicated check-
box categories, such as checking the “White” box and writing “White” in one of the write-in
spaces (in these cases the write-in code was chosen over the checkbox code).

= Selected more-specific responses over more-general responses within the same racial group (for
example, if “Asian” and “Laotian” were provided, “Asian” was dropped). This included situations
where the respondent provided a general response, such as “Biracial,” in addition to a specific
race combination (such as “Black and White”).

= Allowed for regional variations in coding a particular race term.
= Attempted to adjudicate responses of “Indian” into either “American Indian” or “Asian Indian.”
= Eliminated uncodable responses.

= Adjudicated situations where the write-in response was not consistent with checkbox catego-
ries that required a write-in response (i.e., “American Indian or Alaska Native,” “Other Asian,”
“Other Pacific Islander,” and “Some Other Race”).

= Adjudicated situations where more than eight races were provided.
= Collapsed multiple responses in the “White” and “Black or African American” code range.

Editing procedures imputed a race (1) provided by the person himself or herself in the question on
Hispanic origin, (2) provided by other people of the same origin within the household using a pre-
cedence order of household relationships, or (3) provided by people of the same origin and age
group in another household (hot-deck imputation). If both Hispanic origin and race were missing,
they were imputed jointly. (In the 1990 census each response was assigned independently.)
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SAMPLE POPULATION QUESTIONS

Question 7. Marital Status

A question on marital status first appeared in the
1880 census under the title “Civil Condition,” with
four options: single, married, widowed, or divorced.

What is this person’s marital status?
O Now married

O widowed From 1850 through 1890, the census asked whether
O Divorced the person, male or female, had married during the
O separated previous year. In 1950 the census added the category

O Never married “separated” and changed the category “single” to

“never married,” as some separated or divorced
people were describing themselves as single. The 1970 questionnaire’s wording on marital status
sought further clarity, and achieved its current form, by making the “married” category “now mar-
ried,” the other statuses being “widowed,” “divorced,” “separated,” or “never married.” In the
1990 census, marital status was one of seven items asked of all respondents; in Census 2000,
marital status was only asked of a sample of the population.

Marital status data for people 14 years and older were available from the 1890 census to the 1970
census. Since 1980, marital status data have been published for people 15 years and older. People
under age 15 were all categorized as never married regardless of their answers on the census
form.

Federal legislation required marital status data for programs involving public health, low-income
housing tax credits, and mortgage revenue bonds programs.

Coding. None was required.

Editing and allocation. Marital status was included on only the long form in 2000 and, hence,
was edited only after all of the relationship items were first edited and allocated during the pro-
cessing of the short-form items. Consistency checks were made between the marital status item
and the age and relationship responses. In instances where some items were unanswered,
responses were either assigned through a logical edit or were allocated from matrices using data
filled by previous respondents. Examples of logical assignments included assigning the marital
status category “now married” to people who were spouses of householders and the category
“never married” to all people under the age of 15.

Unlike in 1990 when marital status was simultaneously edited and allocated in conjunction with
the short-form items of age, sex, and relationship, marital status in Census 2000 was edited only
after these items were finalized in the previous edit. In instances where the marital status
response was inconsistent with the final relationship category (for example, an unmarried partner
reporting that he/she was “now married”), the marital status response was rejected and allocated
to a category consistent with the relationship response.

Questions 8 and 9: Education

The census has measured education in several ways since 1840, when it included a simple ques-
tion about basic literacy skills. Starting in 1850, the census supplemented this literacy question
with an additional item about school attendance. In 1940, it replaced the literacy question with an
item about educational attainment—the highest grade that the person had completed. Thus by
1940 the two measures of education that have been used in every subsequent census—
enrollment and attainment—were in place.

Subsequent censuses carried forward the two inquiries about school enrollment and highest grade
completed that the 1940 census had introduced, while adding some new items. Type of school
(public or private) was first asked in 1960. In 1970 the “private” category was expanded to
include “parochial” and “other private,” while the 1980 census used the wording “private, church-
related” and “private, not church-related.” Neither the 1990 census nor Census 2000 differenti-
ated between types of private schools. However, the 1990 census shifted the emphasis in educa-
tional attainment from highest grade completed to actual degrees earned. This was the first major
change in measuring education since 1940 and was continued in Census 2000.
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Federal legislation concerning numerous educational programs, voting rights, and bilingual elec-
tion procedures required the use of education data.

Questions 8a and 8b. School Enrollment and Attendance

a. At any time since February 1, 2000, has this
person attended regular school or college?
Include only nursery school or preschool,

kindergarten, elementary school, and schooling which
leads to a high school diploma or a college degree.

a No, has not attended since February 1 — Skip to 9
ad Yes, public school, public college

O Yes, private school, private college

o b. What grade or level was this person attending?
Mark [X] ONE box.

a Nursery school, preschool

a Kindergarten

O Grade 1 to grade 4

O Grade 5 to grade 8

O Grade 9 to grade 12

a College undergraduate years (freshman to senior)

O Graduate or professional school (for example: medical,
dental, or law school)

The 1990 census had asked whether a person had
attended school or college since February 1 but
did not ask for the exact grade level in which the
person was enrolled. Enrollment level was derived
using an algorithm based on the level indicated in
the response to the educational attainment ques-
tion. Census 2000 included a two-part question on
attendance: first, the fact of attendance (8a); and
second, the grade level attended (8b). The ques-
tion on educational attainment (highest degree

or level of school completed), which was essen-
tially unchanged from the 1990 questionnaire,
followed this two-part question on attendance and
enrollment.

Beginning with the 1950 census, college students
were enumerated where they lived while attending
college; prior to 1950 they generally were enumer-

ated at their parental homes. This change should not have affected the comparability of national
figures on college enrollment since 1940; however, it may have affected the comparability over
time of college enrollment data at subnational (region, state, county) levels.

Coding. No coding was necessary for Questions 8a and 8b.

Editing and allocation. Individuals without a response to the school enrollment questions were
imputed a school enrollment status, type, and level by using information from other people who
had the same age, race, Hispanic origin, labor force status, and occupation and resided in the

same or a nearby area.

Question 9. Educational Attainment

What is the highest degree or level of school
this person has COMPLETED? Mark (X) ONE box.
If currently enrolled, mark the previous grade or highest
degree received.

O No schooling completed

a Nursery school to 4th grade

3 sth grade or 6th grade

A 7th grade or 8th grade

A oth grade

A 10th grade

A 11th grade

(3 12th grade, NO DIPLOMA

D HIGH SCHOOL GRADUATE — high school DIPLOMA
or the equivalent (for example: GED)

O some college credit, but less than 1 year
O 1 or more years of college, no degree

O Associate degree (for example: AA, AS)

O Bachelor's degree (for example: BA, AB, BS)

O Master's degree (for example: MA, MS, MEng, MEd,
MSW, MBA)

O Professional degree (for example: MD, DDS, DVM,
LLB, JD)

O Doctorate degree (for example: PhD, EdD)
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Census 2000’s focus on “highest degree or level
of school this person has COMPLETED” continued
the change in emphasis on actual degree attain-
ment that the 1990 census had introduced. In
prior censuses, degree possession had been
inferred from the highest grade completed. How-
ever, by 1990 there was evidence that the compa-
rability between years of school and degrees had
deteriorated over time. Some individuals, for
example, had completed 4 years of college but
had not actually been awarded a degree. The
increase in postsecondary degrees like associ-
ate’s, master’s, professional, and doctorate had
further complicated the prospect of inferring
degree possession from highest level completed,
as the number of years attended do not necessar-
ily translate into degree level attained. Therefore,
comparison of post-1990 data with earlier years
is possible only for the levels of high school
diploma and bachelor degrees and should be
made with caution.

Coding. No coding was necessary for Item 9.
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Editing and allocation. Individuals for whom educational attainment was not reported were
assigned attainment based on information provided on their enroliment level. If information on
enrollment level was not available, the imputation of attainment was based on the educational
attainment level of a person who had the same age, race, Hispanic origin, labor force status, and
occupation and resided in the same or a nearby area. Entries for respondents for whom more than
one educational attainment category was reported were edited during data capture to the highest
level or degree reported.

Question 10. Ancestry or Ethnic Origin

The census began collecting data on place of birth
What is this person’s ancestry or ethnic origin? in 1850. In 1870 items were added about whether
the person’s father and mother were foreign-born,
and in 1880 the census asked for the specific place
(For example: [talian, Jamaican, African Am., Cambodian, of birth for each parent. This information made pos-
Cape Verdean, Norwegian, Dominican, French Canadian, sible the identification of first- and second-
’}’;’Vt",‘;zefeoﬁ';a,ﬁfﬁnsﬁz fgﬁ’;ﬁ?’) Nigerian, Mexican,  generation Americans, or the “foreign stock” popu-
lation. One hundred years later, the 1980 census
omitted items on parental birthplace and, for the
first time, asked a general question on ancestry (ethnic origin). This question was based on self-
identification and was open-ended, that is, respondents wrote in their answers.

The data on ancestry were derived from answers to questionnaire Item 10, which was asked of a
sample of the population. The question was based on self-identification; the data on ancestry rep-
resented self-classification by people according to the ancestry group or groups with which they
most closely identified. Ancestry referred to a person’s ethnic origin or descent, their “roots” and
heritage. It also referred to the country of birth of the person or the person’s parents or ancestors
before their arrival in the United States. Individuals could report their ancestry regardless of the
number of generations they were removed from their ancestors’ places of origin. Furthermore,
responses to the ancestry question reflected the ethnic group(s) with which the person identified
and not necessarily the degree of attachment they had with the particular group(s). These changes
in the 1980 census acknowledged the importance of personal and cultural identity, along with
family lineage, in defining the concept of ancestry and ethnic origin. Data on ancestry and ethnic
origin from the 1980, 1990, and 2000 censuses were therefore not directly comparable to similar
data from prior censuses.

The Civil Rights Act, which prohibited discrimination based upon race, religion, or national origin,
required the use of data on ancestry and ethnic origin.

Coding. For the second time during a census, an automated coding system for written responses
to the ancestry question was used in Census 2000. The automated system aimed to reduce the
potential for error associated with clerical coding. Using master files containing millions of coded
written responses from previous censuses and surveys, the system automatically coded the writ-
ten responses if the entry matched one already in the master files. Specialists with thorough
knowledge of ancestry categories and classification systems reviewed and coded responses that
were not automatically coded.

Editing and allocation. There were both preediting and editing operations. In the preedit,
blanks were changed to “not reported.” Where more than one ancestry was reported, only the first
two were used. Entries for religious groups, such as Jewish, Muslim, Protestant, etc., were coded
in a general “religious response” category but were not tabulated individually.

In the edit phase, the computer reviewed the responses from Question 10 for the entire household
to make certain that the codes were legitimate (codes within some ranges were not used). Also,
during the editing phase, the computer reviewed ambiguous responses, such as “Indian,” and
looked at other data, such as race or place of birth, to distinguish whether the respondent was
Native American or Asian Indian and assigned one code accordingly. No imputation for nonre-
sponse was made for the ancestry question. Data tabulations include the category “not reported.”
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Question 11. Language

A question on language has appeared in all cen-

0 a. Does this person speak a language other than suses since 1890, except for the 1950 census.
English at home? . . P
O ves Wording of the question and the specific informa-

tion gathered have varied over time. The 1890 cen-
sus asked if the person spoke English, and if not,
what “language or dialect” was spoken. The 1900
census asked only whether the person could speak

O No — Skip to 12
b. What is this language?

(For example: Korean, talian, Spanish, Vietnamese) English. Censuses from 1910 through 1940 asked

c. How well does this person speak English? about the “mother tongue or native language” of

O very well people born outside the United States, their parents’
O well native language, and the person’s ability to speak
O Not well

English. The 1950 census made no inquiry about
language. The 1960 and 1970 censuses asked what
language was spoken either in a foreign-born
respondent’s home before he or she came to this country (1960) or at home during childhood
(1970).

O Not at all

The 1980, 1990, and 2000 censuses shifted the emphasis back to the language spoken in the per-
son’s current home, besides English, as well as assessing by self-report the person’s English-
speaking ability. Several federal laws concerning voting rights and bilingual and adult education
required the use of information on language. For example, the Voting Rights Act (42 U.S. Code
1073aa-1a) specified using decennial census data to help make voting materials available in
minority languages.

Coding. The write-in responses listed in Question 11b (specific language spoken) were coded
into more than 380 detailed language categories using an automated coding system. The auto-
mated procedure compared write-in responses reported by respondents with entries in a master
code list, which initially contained approximately 2,000 language names, and added variants and
misspellings found in the 1990 census. Each write-in response was given a numeric code that was
associated with one of the detailed categories in the dictionary. If the respondent listed more than
one non-English language, only the first was coded.

Editing and allocation. For a person who indicated that he or she spoke a language other than
English at home in Question 11a but failed to specify the name of the language in Question 11b,
the language was allocated based on (1) the language of other speakers in the household, (2) the
language of a person of the same Spanish origin or detailed race group living in the same or a
nearby area, or (3) a person of the same place of birth or ancestry. In all cases where a person was
imputed a non-English language, it was assumed that the language was spoken at home. A person
for whom a language other than English was entered in Question 11b, and for whom Question
11a was blank, was assumed to speak that other language at home.

Data on ability to speak English were derived from the answers to long-form questionnaire Iltem
11c. A respondent who reported in long-form questionnaire 11a that he or she spoke a language
other than English was asked to indicate ability to speak English by choosing one of the following
categories: “very well,” “well,” “not well,” or “not at all.” The data on ability to speak English rep-
resented the person’s own perception about his or her own ability or, because census question-
naires were usually completed by one household member, the responses might have represented
the perception of the responding household member. Respondents were not instructed on how to
interpret the response categories in Iltem 11c. A person who reported that he or she spoke a lan-
guage other than English at home, but whose ability to speak English was not reported, was allo-
cated an English-language ability from a person of the same age, Hispanic origin, nativity and year
of entry, and language group selected from a sequential, nearest neighbor hot deck.
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The following table is an illustration of the content of the classification schemes used to present

language data.

Table 3-1.

Classifications (4 Groups and 39 Groups) of Census 2000 Languages Spoken
at Home, With Illustrative Examples

4-group classification

39-group classification

Examples

Spanish

Other Indo-European languages

Asian and Pacific Island languages

All other languages

Spanish and Spanish Creole

French

French Creole

Italian

Portuguese and Portuguese Creole
German

Yiddish

Other West Germanic languages
Scandinavian languages

Greek

Russian

Polish

Serbo-Croatian

Other Slavic languages
Armenian

Persian

Gujarati

Hindi

Urdu

Other Indic languages

Other Indo-European languages

Chinese

Japanese

Korean

Mon-Khmer, Cambodian
Miao, Hmong

Thai

Laotian

Vietnamese

Other Asian languages

Tagalog
Other Pacific Island languages

Navajo

Other Native North American
languages

Hungarian

Arabic

Hebrew

African languages

Other and unspecified languages

Spanish, Latino

French, Cajun, Patois
Haitian Creole

Dutch, Pennsylvania Dutch, Afrikaans
Danish, Norwegian, Swedish

Serbo-Croatian, Croatian, Serbian
Czech, Slovak, Ukrainian

Bengali, Marathi, Punjabi, Romany
Albanian, Gaelic, Lithuanian,
Rumanian

Cantonese, Formosan, Mandarin

Dravidian languages (Malayalam, Telugu,
Tamil), Turkish

Chamorro, Hawaiian, llocano,
Indonesian, Samoan

Apache, Cherokee, Choctaw, Dakota,
Keres, Pima, Yupik

Ambharic, Ibo, Twi, Yoruba,
Bantu, Swahili, Somali

Syriac, Finnish, other languages of the
Americas, not reported

Question 12. Place of Birth

Where was this person born?

O In the United States — Print name of state.

O outside the United States — Print name of foreign
country, or Puerto Rico, Guam, etc.

History: Census 2000
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The three earliest censuses (1790, 1800, 1810) did
not ask about place of birth, and the 1820 through

1840 censuses simply asked whether a person was

a “foreigner non-naturalized.” Beginning in 1850,

censuses have requested the name of the specific

state, territory, or foreign country of birth. Censuses
from 1870 through 1970 inquired about parents’
place of birth in addition to the respondent’s place
of birth, though the 1870 question concerned only
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whether the mother and father were foreign-born and did not ask for their specific place of birth.
In 1980, 1990, and 2000 the census omitted questions about parents’ birthplace and asked only
for the enumerated individual’s place of birth.

Place of birth data help distinguish native from foreign-born people. In Census 2000 “native”
included people born in the United States, the Commonwealth of Puerto Rico, and other U.S.
Island Areas (including Guam, the U.S. Virgin Islands, American Samoa, and the Commonwealth of
the Northern Mariana Islands), and individuals born in a foreign country or at sea but having at
least one U.S. citizen parent. “Foreign-born” included all individuals who were not U.S. citizens at
birth, regardless of their citizenship status in 2000.

Coding. Place-of-birth coding required matching the write-in responses to reference files and
attaching a geographic code. The goal of place-of-birth coding was to code responses to a U.S.
state, Puerto Rico, a specific U.S. Island Area, or foreign country where the respondents were
born. The primary reference file used in geocoding place of birth was the State and Foreign Coun-
try File (SFCF), which contained (1) the names and abbreviations of each state, the District of
Columbia, Puerto Rico, and the U.S. Island Areas and (2) the official names, alternate names, and
abbreviations of foreign countries and selected foreign city, state, county, and regional names.
Other reference files (such as a military installation list and city reference file) were available and
used in instances where the respondent’s information was either inconsistent with the instruc-
tions or was incomplete.

Once the write-in responses were captured, either through keying or OCR interpretation, they
were matched to the SFCF and other computer-based reference files in an automated computer-
coding operation; the responses did not have to match a reference file entry exactly. The coding
algorithm allowed for equivocations, such as using Soundex values of letters (for example, m=n,
f=ph, etc.) and reversing letter combinations (ie=ei). Each equivocation was assigned a numeric
value or confidence level, with exact matches receiving the best score or highest confidence. A
preference was given for matches that were consistent with any checkboxes marked and/or
response boxes filled. The responses had to match a reference file entry with a relatively high
level of confidence in order for the automated match to be accepted. Nearly 99 percent of the
place-of-birth responses were matched with an acceptable confidence level during the automated
phase of geocoding.

The remaining 1 percent of the place-of-birth responses were coded in a computer-assisted cleri-
cal coding (CACC) operation. Clerks used an interactive computer system to search for and select
reference file entries that they thought best matched the responses, then the computer assigned
the codes associated with that geographic entity. The work units in the CACC operation included a
three-way independent quality-control sample of the responses that required clerical coding. The
CACC operation included a referral coding unit, a specially trained group of clerks who used addi-
tional paper-based and Internet-based reference materials to code responses that could not be
resolved using the standard reference files and procedures.

Editing and allocation. A person who did not report place of birth was allocated the birthplace
of another family member or the response of another person with similar characteristics. Match-
ing characteristics included age, sex, household relationship, Hispanic origin, race, citizenship,
and any responses to the residence-5-years-ago question (migration). A person imputed as being
“abroad, not specified” or “born in an outlying area, not specified” during the geocoding process
was subsequently allocated a specific country of birth during the imputation process.

Nonresponse was allocated in a similar manner in 1970 through 1990; however, a person allo-
cated as foreign-born was not assigned a specific country of birth but was classified as either
“born abroad, country not specified” or “born in an outlying area, not specified.” Prior to 1970,
nonresponse to the place-of-birth question was not allocated but was shown in tabulations as “not
reported”; individuals who did not report place of birth were generally classified as “natives.”

130 Chapter 3: Questions History: Census 2000

U.S. Census Bureau



Question 13. Citizenship Status

An inquiry about U.S. citizenship status appeared

Is this person a CITIZEN of the United States? in the censuses of 1820 and 1830; in 1870, for
U Yes, born in the United States — Skip to 15a males 21 years of age and older; and since 1890,
O Yes, borm in Puerto Rico, Guam, the U.S. Virgin Islands, —yjth the exception of 1960. Under special

(O Yes, born abroad of American parent or parents arrangements with the appropriate local govern-
O Yes, a U.s. citizen by naturalization ments, the 1960 100 percent questionnaires

U No, ot a citizen of the United States used in New York City and Puerto Rico included a

question on citizenship, and results were tabu-
lated only for those areas.

The census used information on citizenship status to classify the population into U.S. citizens and
non-U.S. citizens. Both the 1990 census and Census 2000 classified U.S. citizens further into four
subcategories. The first three included U.S. citizens at birth—people born in the United States;
those born in the Commonwealth of Puerto Rico, or other U.S. Island Areas (including Guam, the
U.S. Virgin Islands, American Samoa, and the Commonwealth of the Northern Mariana Islands);
and those born abroad of U.S. citizen parents. The fourth subcategory consisted of naturalized
U.S. citizens, that is, people who, by any means, obtained U.S. citizenship after birth.

Coding. No coding was required.

Editing and allocation. For cases where a respondent either did not provide an answer or pro-
vided an answer that conflicted with another of his or her Census 2000 responses, such informa-
tion was edited. Citizenship status and year-of-entry information were edited jointly for Census
2000. To determine what degree of editing (or allocation) was required, responses to citizenship
status were first compared with responses to Question 12 (place of birth).

If the respondent indicated in Question 12 that he or she was born in the United States, Puerto
Rico, or a U.S. Island Area (such as Guam), but did not provide a response to the citizenship
status question, that person was recorded as being a U.S. citizen by birth in the citizenship status
question.

If the respondent indicated in Question 12 that he or she was born outside the United States,
Puerto Rico, or a U.S. Island Area, but did not provide a response to the citizenship status ques-
tion, the edit procedure first searched for additional information about other related household
members that would provide evidence as to the citizenship status of the respondent. If available,
this information was used to impute a citizenship status to the respondent. If this information was
not available, the edit procedure allocated citizenship status based on answers from other nonre-
lated respondents who shared similar characteristics such as age, race/ethnicity, year of entry,
and citizenship status (where available).

The editing process of citizenship status and year-of-entry responses differed somewhat depend-
ing on whether the respondent lived in a household (e.g., single-family home, apartment, mobile
home) or group quarters (institutional and noninstitutional). Answers reported by respondents liv-
ing in households were edited using information from other relatives living in the same residence,
if any were present. Such relationship-specific editing procedures were not used in group quarters
as these living arrangements consisted of unrelated people.

Question 14. Year of Entry

The 1890 census was the first to gather data on the year
When did this person come to live in the  of entry into the United States by foreign-born people. It
United States? Print numbers in boxes. asked foreign-born respondents how long they had been
in the United States, then inferred the year of entry from
that information. The 1900, 1910, 1920, and 1930 cen-
suses asked foreign-born people directly for their “year of
immigration” to the United States. The 1940, 1950, and
1960 censuses made no inquiry into year of entry. The 1970 census resumed collection of infor-
mation on entry into the United States. As in the two subsequent censuses, the 1970 census

Year
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offered ranges of years from which the respondent would select (e.g., 1935-1944 or 1965-1970).
It was not until Census 2000 that respondents born outside the United States were asked to write
in a specific year of entry.

In addition to asking for specific year-of-entry information, the Census 2000 question on year of
entry differed from the 1990 question, changing from “When did this person come to the United
States to stay?” (1990) to “When did this person come to live in the United States?” (2000). For
Census 2000, a person entering the United States more than once was instructed to enter the lat-
est year he or she came to live in the United States. This instruction was provided to respondents
who were interviewed by an enumerator either over the phone or in person, but was not provided
to respondents who simply returned the questionnaire through the mail.

Coding. No coding was required.

Editing and allocation. See the “Editing and allocation” section of Question 13 (citizenship sta-
tus) for a detailed description of this item.

Question 15. Residence 5 Years Ago

Beginning in 1940, the census has gathered data on

a. Did this person live in this house or apartment residential mobility (migration) by asking where
i ? . .
[sjyea"s <l (on April 1, 1995)7 _ respondents lived 5 years earlier and then compar-
FerEei 5 UME G 375l ol = 597 0 52 ing that location to respondents’ residence at the

D Yes, this house — Skip to 16 . . .
O No. outside the United States — Print name of time of the census. The exception to this was the

foreign country, or Puerto Rico, Guam, etc., below; 1950 census, just 5 years after the end of World
then skip to 16. L . . .
War Il and demobilization, when inquiry was made
about peoples’ residence 1 year earlier instead of
O No, different house in the United States 5 years. Legislation concerning state projections of
@ b. Where did this person live 5 years ago? veteran populations required information on resi-
dential mobility, though the data were widely

Name of city, town, or post office ) ) - )
used by a variety of planning and policy-making

agencies.
Did this person live inside the limits of the
city or town? Question 15a in Census 2000 served as an initial
O Yes screen to determine whether a person was a mover,
U No, outside the city/town limits a nonmover, or under 5 years old. This question
Nameloficounty also determined whether any change of location
that had taken place in the preceding 5 years was
Name of state from a house or apartment outside or inside the
United States. If inside the United States, the
ZIP Code respondent was directed to Section b of the ques-

tion, which asked for details about the location.

If outside the United States, the respondent was
asked for the name of the foreign country or Puerto
Rico or Island Area, and then was directed to the next question. This approach differed slightly
from that used in 1990. The 1990 census question about residence 5 years earlier outside the
United States had been included in Part b, rather than Part a. In the 2000 format, Part b concerned
U.S. locations only, thus making it clearer to the respondent that no town or city names were
required if the residence had been outside the United States.

Coding. Migration (residence 5 years ago) coding required matching the write-in responses of
state/foreign country, county, city, inside/outside city limits, and ZIP Code given by the respon-
dent to geocoding reference files and then attaching geographic codes to those responses. The
goal of migration coding was to code responses to U.S. state (Puerto Rico, U.S. Island Area, or
foreign country), U.S. county (municipio in Puerto Rico), minor civil division (MCD) in 12 states,
and place (city, town, or post office). The inside/outside city limits indicator and the ZIP Code
responses were used in the coding operations but were not a part of the final outgoing geo-
graphic codes.
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Once the write-in responses were captured, either through keying or optical character recognition
interpretation, they were sent through an automated geocoding system. This system was devel-
oped to recognize (1) states and statistically equivalent entities; (2) counties and statistically
equivalent entities; (3) foreign countries, including (a) provinces in Canada and (b) continents and
regions if that was the only information the respondent provided; (4) areas in the city reference
file (the place, MCD [in 12 states], county, and state associated with each post office name and ZIP
Code in the United States and Puerto Rico); and (5) military installations (including the state,
county, MCD [in 12 states], and places for those in the United States and the foreign country for
those located abroad).

During the automated coding operation, the responses did not have to match a reference file
entry exactly. The coding algorithm allowed for equivocations, such as using Soundex values of
letters (for example, m=n, f=ph, etc.) and reversing letter combinations (ie=ei). Each equivocation
was assigned a numeric value or confidence level, with exact matches receiving the best score or
highest confidence. The responses had to match reference file entries with a relatively high level
of confidence in order for the automated match to be accepted. Nearly 96 percent of the migra-
tion responses were matched with an acceptable confidence level during the automated phase of
geocoding.

The remaining 4 percent of the migration responses were coded in a computer-assisted clerical
coding (CACC) operation. Clerks used an interactive computer system to search for and select ref-
erence file entries that they thought best matched the responses, then the computer assigned the
codes associated with that geographic entity. The work units in the CACC operation included a
three-way independent quality-control sample of the responses that required clerical coding. The
CACC operation included a referral coding unit, a specially trained group of clerks who used addi-
tional paper-based and Internet-based reference materials to code responses that could not be
resolved using the standard reference files and procedures.

Editing and allocation. When information on residence in 1995 was incomplete, previous resi-
dence for other family members, if available and consistent with partial responses, was used to
impute it; if not available, the previous residence of another respondent with similar characteris-
tics for whom complete information had been provided was allocated. Matching characteristics
included state of current residence, age, sex, Hispanic origin, race, household relationship, educa-
tional attainment, employment status, and metropolitan/nonmetropolitan residence. People
imputed to “abroad, not specified” during the geocoding process were subsequently allocated to a
specific country of previous residence during the allocation process.

Nonresponse was allocated in a similar manner in 1980 and 1990. However, Census 2000 was the
first to impute a specific city or town of previous residence within the United States or a specific
foreign country during the allocation process. In 1980 and 1990, only state and county (or state,
county, and MCD in the Northeast) were imputed within the United States. Prior to 1980, nonre-
sponse to the migration question was not allocated but was shown in tabulations as “not
reported.”

Questions 16 and 17: Disability

Disability questions have been included in numerous censuses since 1830. The conceptual scope
of disability in the decennial census environment has varied from one or two questions about one
or two specific impairments, as in the 1930 census in which deafness and blindness were the only
disability items, to the six concepts of disability collected in Census 2000. In this most recent
decennial census, the concept of disability included two distinct elements: the presence of an
underlying, identifiable health condition and the identification of a limitation in specified func-
tions or activities.

The 1830 census schedule introduced the concepts of blindness and deafness. The 1840 census
added the categories of insanity and “idiocy,” the term used at that time for mental retardation.
But it was the 1880 census that first framed the question of disability as a health condition limit-
ing the person’s ability “to attend to ordinary business or duties.” After the 1910 census, which
asked about disability in a supplemental questionnaire, inquiries about disability disappeared
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from the census until 1970. In a 5 percent sample, that census asked whether a person had a
“health or physical condition which limits the kind or amount of work he can do at a job”; whether
his condition kept him from holding “any job at all”; and if so, how long he had been thus limited.

While similar to the 1970 census, the 1980 census differed in some significant respects. It added a
specific reference to mental condition, specified a time period of 6 months or more for a condi-
tion’s duration, and an inquiry about the person’s condition-related difficulties in using public
transportation. The transportation question was omitted from the 1990 census due to its limited
usefulness.30

In comparison with prior censuses, Census 2000 widened the scope of questions on conditions
that interfered with a person’s normal activities to include more than those pertaining to his or
her ability to work. Census 2000 included two questions (with a total of six components) that
dealt with the impact of health conditions on several types of functions or activities. Such infor-
mation was widely used by numerous health, housing, transportation, veterans’, and public assis-
tance programs.

Question 16. Sensory and Physical Disability

The Census 2000 questionnaire reintroduced spe-

Does this person have any of the following cific items about blindness, deafness, and visual and
R Conel @ vee o hearing impairments that had been omitted since
a. Blindness, deafness, or a severe 1910 (except in supplemental forms in 1920 and
vision or hearing impairment? O a 1930)
b. A condition that substantially limits
one or more basic physical activities R f i
such as walking, climbing stairs, Coding. No coding was required.
reaching, lifting, or carrying? O a

Editing and allocation. Items 16 and 17 were

edited together using the same procedure. For each
part of Iltem 16, entries for people under 5 years of age were removed from consideration. Two
allocation matrices for Items 16 and 17 contained fully reported data based on age, sex, employ-
ment status, form type, and group quarters type. For a person who had missing data for 16a, 16b,
or both, these allocation matrices were used to determine whether the person had any of the fol-
lowing long-lasting conditions: blindness, deafness, or a severe vision or hearing impairment
(16a); and a condition that substantially limited one or more basic physical activities such as walk-
ing, climbing stairs, reaching, lifting, or carrying (16b).

Question 17. Mental, Self-Care, Go-Outside-Home, and Employment Disability

Both the 1990 census and Census 2000 recog-

Because of a physical, mental, or emotional nized that the conceptualization of “disability” was

condition lasting 6 months or more, does f f f f

this person have any difficulty in doing any of Changmg_and _the .|r_1c_rea.smg mVO|Veme_nt_ (_)f

the following activities: people with disabilities in everyday activities

Yes imitati i

2. Leaming, remembering, or meant ,that !lmltatlons may nppact more than a
concentrating? O person’s ability to work at a job. This broader

b. Dressing, bathing, or getting around approach to disabilities included identifying such
inside the home? O

activities as bathing, dressing, getting around
inside the home, and going outside the home
unaided. Census 2000 expanded on the 1990 cen-
sus term “health condition” by specifying “a physi-
cal, mental, or emotional condition,” thus making
more explicit to respondents the variety of condi-
tions that were included in the concept “health.” The “emotional condition” category, covering
mood disorders like depression and bipolar disorder, appeared for the first time in this census.
Additionally, Census 2000’s question differed from the 1990 census question by asking about
impairment of cognitive functions like memory, learning, and concentration. Such impairments

. (Answer if this person is 16 YEARS OLD
OR OVER.) Going outside the home
alone to shop or visit a doctor’s office? O

d. (Answer if this person is 16 YEARS OLD
OR OVER.) Working at a job or business? O

OO0 0O O0s

30 public transportation planners concluded that the data the question produced were too general to be of
real value.
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could affect self-care capacity significantly, especially among elderly people. The Census 2000
question restricted the applicability of Parts c and d of Question 17, which focused on the ability
to go outside the home alone to shop or visit a doctor’s office and the ability to work, to people
16 years and older, thereby providing disability information relevant to adults of all ages.

Coding. No coding was required.

Editing and allocation. Items 16 and 17 were edited together using the same procedure. For
Parts a and b of Item 17, the computer program first eliminated consideration of entries for
people under 5 years of age. For Parts c and d of Question 17, the computer program first elimi-
nated consideration of entries for people under 16 years old. Two allocation matrices for Items 16
and 17 contained fully reported data based on age, sex, employment status, form type, and group
quarters type. For a person 5 years and older who had missing data for 17a, 17b, or both, these
matrices were used to allocate whether the person had a condition lasting 6 months or longer that
caused difficulty in any of the following activities: learning, remembering, or concentrating (17a);
and dressing, bathing, or getting around inside the home (17b). For a person 16 years and older
who had missing data for 17c, 17d, or both, these matrices were used to allocate whether the per-
son had a condition lasting 6 months or longer which caused a person difficulty in any of the fol-
lowing activities: going outside the home alone to shop or visit a doctor’s office (17c); and work-
ing at a job or business (17d).

Question 18. Age Screen

This item was used to screen for individuals 15 years and

R e el B e ah frp older, for whom the balance of the inquiries on the ques-

April 1, 2000? tionnaire would be asked, and to inform respondents and
O Yes — Skip to 33 enumerators if they were to continue answering ques-
O No tions for a specific person.

The wording of the Census 2000 age screener differed
from the 1990 item, which asked, “When was this person born?” The Census 2000 item allowed
respondents to answer simply “yes” or “no” without asking the exact birthday.

Coding. No coding was required.

Editing and allocation. The computer used these entries only as indications that subsequent
responses for a particular person were either to be ignored or to be edited and/or supplied.
Responses to Item 18 involved no tabulation. The entry in 18 was compared with the age found in
Item 4 and completed or corrected as necessary. If the person was born before April 1985, the
program continued with the next question. If the person was born on or after April 1985, the pro-
gram skipped the remaining questions for the person and went on to the next person, if any.
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Question 19. Grandparents as Caregivers

The question on grandparents as caregivers
@ . s i paie e Any e e e appeared for the first time in Census 2000. It
grandchildren under the age of 18 living in this reflected the widespread perception that social
house or apartment? . .
O v changes such as increases in the number of work-
es . . . .
ing parents and single-parent families, and social

O No - Skip to 20a .
. . problems such as drug abuse and chronic unem-
b. Is this grandparent currently responsible for

most of the basic needs of any grandchild(ren) ployment, had shifted primary responsibility for
g:‘g;"atﬂhn‘::r?te?“ et e )T i [nerse child care in some families from parents to grand-
O Yes parents. Federal legislation passed in 1996 (Public
O No — Skip to 20a Law 104-193) mandated that the census collect

data on grandparents as caregivers.
¢. How long has this grandparent been responsible 9 P 9

for the(se) grandchild(ren)? /f the grandparent is . .
financially responsible for more than one grandchild, answer In accordance with this mandate, the census

the question for the grandchild for whom the grandparent inquiry aimed to distinguish between “a household
has been responsible for the longest period of time. X . . .
in which a grandparent temporarily provides a

O Less than 6 months . .
TR r—— home for a grandchild for a period of weeks or

O 1o0r2 years months during periods of parental distress” and
O 3o0r4years “a household in which a grandparent provides a
O 5 years or more home for a grandchild and serves as the primary

caregiver for the grandchild.” A grandparent could
house a grandchild and his/her working parent(s), for instance, but not be financially responsible
for the grandchild. Or a grandparent might house a grandchild and be financially responsible for
the grandchild’s basic needs, as in instances where the child’s parent(s) were temporarily unem-
ployed or injured, without becoming the permanent or primary caregiver for the child. Question
19 did not ask respondents to determine permanence; instead, Part c of Question 19 offered five
time spans, ranging from less than 6 months to 5 years or more. If the grandparent cared for
more than one grandchild, the question asked for information regarding the grandchild for whom
he or she had been responsible for the longest period of time.

Coding. No coding was required.

Editing and allocation. The questions relating to the grandparent items were first edited on the
basis of the composition of the household. The presence or absence of a potential grandchild in
the household for any respondent was first ascertained by examining the relationships of the
household members. After qualifying the respondent on this basis, the questions were edited
based on the potential age of the grandchild in the household. For example, if a person reported
having a grandchild in the household but none under the age of 18 years could be identified, the
response was changed to “no.” Similarly, if a person did not respond “yes” to the presence of a
grandchild in the household in Item 19a, but the household roster indicated that he or she was a
grandparent of a person in the household, the response was then assigned a “yes.”

Because the grandparent-grandchild population is relatively small, whenever a young person
under 18 was allocated a relationship category of relative, the edit could potentially identify a
grandparent-grandchild combination when none existed. Once a “yes” answer was established
based on the household roster, all subsequent items in the series would require an answer and
hence could potentially require allocations. These circumstances could account for the relatively
high allocation rates for these items in Census 2000.
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Question 20. Veteran Status, Period of Active-Duty Military Service, and Years of
Active-Duty Military Service

o

a. Has this person ever served on active duty in
the U.S. Armed Forces, military Reserves, or
National Guard? Active duty does not include training
for the Reserves or National Guard, but DOES include
activation, for example, for the Persian Gulf War.
3 Yes, now on active duty

Yes, on active duty in past, but not now

O No, training for Reserves or National
Guard only — Skip to 21

O No, never served in the military — Skip to 21

b. When did this person serve on active duty

in the U.S. Armed Forces? Mark (X]) a box for

EACH period in which this person served.

a April 1995 or later

D August 1990 to March 1995 (including Persian Gulf War)
O september 1980 to July 1990

3 May 1975 to August 1980

O Vietnam era (August 1964—April 1975)

a February 1955 to July 1964

O Korean conflict (June 1950—January 1955)

O world War i (September 1940—July 1947)

O some other time

¢. In total, how many years of active-duty military
service has this person had?

O Less than 2 years

02 years or more

The 1840 census asked a question about military
pensioners, and the 1890 and 1910 censuses
inquired about veterans of the Civil War. In 1890,
an item counted the number of veterans and vet-
erans’ widows from both the Union and Confed-
erate Armed Forces, though a special schedule
for specific information about veterans included
only Union survivors “and the widows of such as
have died.” The 1910 census counted only the
number of survivors of the Union and Confeder-
ate services, not their widows, and gathered no
additional information.

Veteran status inquiries next appeared in 1930
and in every subsequent census. Initial data on
veteran service of women were collected in
1980. The 1990 census was the first to count
service during World War Il as a merchant-marine
seaman as active-duty military service, and
people with such service were counted as veter-
ans.

The wording of Part a of the three-part veteran
status question in Census 2000 differed from the
1990 wording, which asked if the person had
ever been on active duty in the U.S. Armed

Forces or had ever been in the Reserves or in the National Guard. By asking instead if the person
had ever served on active duty in the U.S. Armed Forces, Reserves, or National Guard, the Census
2000 question clarified for respondents the difference between regular service in the Reserves or
National Guard and being called to active duty as a member of the Reserves or the National
Guard.

Part B of Question 20, concerning dates of service, also differed from its counterpart in 1990. It
dropped the World War | time period (April 1917 to November 1918) and added two others:
“August 1990 to March 1995 (including Persian Gulf War)” and “April 1995 or later.” Part c, the last
part of the question, also differed from the 1990 section, which had been an open-ended inquiry
about the total years of active-duty military service. The Census 2000 item offered a more
restricted choice of “less than 2 years” and “2 years or more.” Federal legislation concerning veter-
ans’ benefits, job training, outreach programs, and health care needs required information about
veteran status and active duty military service.

Coding. No coding was required.

Editing and allocation. For Question 20a, the edit examined some closely related items to see
whether there was any evidence that the person either was serving on active duty at the time of
the census or had ever served on active duty prior to that time. If the person’s employment status
was “Armed Forces,” then, unless the response in Question 20a was “no, training for Reserves or
National Guard only,” the edit made the person’s final value for Question 20a “yes, now on active
duty.” If the person’s employment status was not “Armed Forces,” and if the person’s current or
most recent industry was “Armed Forces,” or if the person reported one or more periods in Ques-
tion 20b (period of active duty service), the edit made the person’s final value for Question 20a
“yes, on active duty in past, but not now.” If none of the above conditions was true, then the edit
did not change the reported answer to Question 20a; or, if Question 20a was blank, the edit allo-
cated a final value to the person from a hot-deck matrix.

On Question 20b, for nonveterans, the edit made the final value “not in universe.” For veterans,
the edit rejected a reported period of service if it calculated that the person was too young or too
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old to have served in the period. It also rejected unlikely combinations of served and not-served
periods, such as served in World War Il and post-September 1980, but not in between. After mak-
ing these checks, the edit gave veterans a final value of “served in period” to any not-rejected
reported period and gave “did not serve” to all other periods. If all periods were unreported or
rejected, the edit imputed a final value for each period in a joint hot-deck allocation procedure.

On Question 20c, for nonveterans, the edit made the final value “not in universe.” For veterans,
the edit did not change the reported answer. If the response was blank, the edit imputed a final
value in a hot-deck allocation procedure.

Questions 21 Through 32: Employement, Commuting, Income

Questions 21 through 32 concerned employment, transportation to work, and income. This series
of questions provided information needed to classify the entire working-age population into cat-
egories showing the labor force status of the nation, as well as information crucial to assessing
the nation’s patterns of commuting and its transportation needs. Additionally, questions about
income were useful in providing accurate data for economic planning and analysis and in deriving
poverty status. Federal laws concerning such areas as education, job training, housing, civil
rights, home mortgages, energy assistance, waste disposal, guaranteed commercial loans, high-
way planning, transit grants, and clean air either required or mandated the use of data on employ-
ment, transportation, and income.

Question 21. Employment Last Week

This item differed from its equivalent in the 1990

L,_L:rslT WEEK, did tfr_\g r,\)/t,ars/?&]d%A!\lyY \{ygrk for o CENSUS in both wording and structure. It asked,
either pay or proftit? /Viari e es” box even I e “ . . .
person worked only 1 hour, or helped without pay in a LAST WEEK, did this person do ANY work for either

family business or farm for 15 hours or more, or was on pay or profit,” whereas the 1990 question asked,
active duty in the Armed Forces.
s . “Did this person work at any time LAST WEEK?” The
O No — Skip to 25a Census 2000 wording clarified for respondents the
distinction between work (for pay or profit) and vol-
unteer or other nonworkforce activity. The reason
for the change was to make the census question conform with the corresponding question on the
Current Population Survey. Additionally, the Census 2000 item omitted the 1990 question’s sec-
ond section asking for the number of hours worked during the last week. A separate question in
both Census 2000 and the 1990 census gathered similar data on the weeks worked and usual

hours per week worked in the last calendar year.
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Question 22. Place of Work

The 1960 census was the first to ask a “place of
é At what location did this person work LAST . work” question, which included only the work-
WEEK i peren workedat moe o Gne oin. place city, county, and state. This question
applied to respondents 16 years and older who
indicated in Question 21 (employment last week)
that they had done any work for pay or profit in
the previous week. It referred to the actual geo-

a. Address (Number and street name)

(If the exact address is not known, give a description i i i

of the location such as the building name or the nearest graphlcal location of the plant, office, store, or
street or intersection.) other workplace where the person worked most
b. Name of city, town, or post office of the time during the week. The question in

Census 2000 was essentially unchanged from

c. Is the work location inside the limits of that the 1990 question, thoth it added the response

city or town? option of having worked mostly in a foreign

O Yes country during the previous week (22e).

D No, outside the city/town limits

d. Name of county Coding. Place-of-work coding required match-

ing the write-in responses of structure number
and street name address, place, inside/outside
city limits, county, state/foreign country, and ZIP
Code for an individual to reference files and
attaching geographic codes to those responses.
If the street address location information that
was provided by the respondent was inadequate
for geocoding, the employer’s name in Question
28 often provided the necessary additional information. The inside/outside city limits indicator
and the ZIP Code responses were used in the coding operations but were not a part of the final
outgoing geographic codes.

e. Name of U.S. state or foreign country

f. ZIP Code

Once the write-in responses were captured, either through keying or optical character recognition
interpretation, they were sent through the automated geocoding systems. The place-of-work
geocoding systems consisted of two distinct operations. First, each individual’s response was geo-
coded to the place level. This place-level geocoding system was developed to recognize (1) states
and statistically equivalent entities; (2) counties and statistical equivalent entities; (3) foreign
countries, including (a) provinces in Canada and (b) continents and regions if that was the only
information the respondent provided; (4) areas in the city reference file (the place, MCD [in 12
states], county, and state associated with each post office name and ZIP Code in the United States
and Puerto Rico); and (5) military installations (including the state, county, MCD [in 12 states], and
places for those in the United States and the foreign country for those located abroad). Subse-
quently, street address, employer name information, and any other physical location information
was sent through further automated geocoding. The reference files used for block-level coding
included (1) an address file, a special extract from the Topologically Integrated Geographic Encod-
ing and Referencing® database that included address ranges related to block face and higher-level
geography and (2) a workplace file, a list of employer and workplace locations, including their
street addresses, created from multiple sources such as purchased electronic telephone books and
shopping center directories, military installations lists, colleges and universities, as well as from
the input of more than 200 metropolitan planning organizations.

During the automated coding operations, the responses did not have to match a reference file
entry exactly. The coding algorithm allowed for equivocations, such as using Soundex values of
letters (for example, m=n, f=ph, etc.) and reversing letter combinations (ie=ei). Each equivocation
was assigned a numeric value or confidence level, with exact matches receiving the best score or
highest confidence. The responses had to match reference file entries with a relatively high level
of confidence in order for the automated (computer) match to be accepted. Nearly 97 percent of
the place-of-work responses were matched with an acceptable confidence level during the auto-
mated phase of place-level geocoding and almost 55 percent of the entries at the block level.
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The remaining place-of-work responses were coded in computer-assisted clerical coding (CACC)
operations, one operation to code to the place level and one to code to the block level. Clerks
used interactive computer systems to search for and select reference file entries that they thought
best matched the responses, then the computer program assigned the codes associated with that
geographic entity. The work units in the CACC operations included a three-way independent
quality-control sample of the responses that required clerical coding. Both the place-of-work place-
level and block-level CACC operations included referral coding units, groups of specially trained
clerks who used additional paper-, Internet-, and geographic information systems-based reference
materials to code responses that were not resolved using the standard reference files and proce-
dures.

Editing and allocation. Data on place of work were edited to be consistent with responses on
employment status. That is, nonworkers were set as “not in universe.” When place of work was
not reported for an individual, or the response was incomplete, a work location was allocated for
that worker from that of another respondent with similar characteristics for whom complete infor-
mation had been provided. Matching characteristics included employment status, means of trans-
portation to work, travel time to work, industry, location of residence, and the workplace of oth-
ers. Workplace information was always reported or allocated down to the place level within the
United States and Puerto Rico but was not always available or possible below that level (census
tract and block level). People classified as “abroad, not specified” either during coding or alloca-
tion were not assigned to a specific country during the allocation process. Place of work was allo-
cated in a similar manner in 1990; however, prior to 1990, nonresponse to the place-of-work
question was not allocated but was shown in tabulations as “not reported.”

Question 23. Means of Transportation to Work and Private Vehicle Occupancy
(Carpooling)

While censuses starting with 1960 have collected
data on the means of transportation to work,
those data have not been entirely comparable
because the 1980 census added four answer
options—“truck,” “van,” “motorcycle,” and
“bicycle”—and the 1990 census added “ferryboat”
while combining “car, truck, or van” into one
option. Part a of the Census 2000 question was

é a. How did this person usually get to work LAST
WEEK? /f this person usually used more than one method

of transportation during the trip, mark (X) the box of the

one used for most of the distance.

a Car, truck, or van

O Busor trolley bus

O streetcar or trolley car

a Subway or elevated

O Railroad : . )
essentially the same as its equivalent. Par
O Ferryboat tially th ts 1990 lent. Part b
O Taxicab of the Census 2000 question differed in that it
O Motorcycle reduced the answer options from eight to six by
8 S\I/Cﬁfed combining 1990’s four options for over 4 people
alke

O worked at home — Skip to 27
(O other method

b. How many people, including this person,
usually rode to work in the car, truck, or van
LAST WEEK?

O Drove alone

in a car pool (“5,” “6,” “7 t0 9,” and “10 or more”)
into two (“5 or 6” and “7 or more”).

Coding. No coding was required.

Editing and allocation. Data on means of trans-
portation and private vehicle occupancy (carpool-

8 ;pe"p:e ing) were edited to be consistent with employment
eople .
O 2 zeogle status responses. That is, nonworkers were set as

Osore people
O 7 or more people

“not in universe” on both means of transportation
and private vehicle occupancy items. Workers who
did not report their means of transportation to
work as “car, truck, or van” were also set as “not

in universe” on the private vehicle occupancy item. Unreported or incomplete responses for these
items were allocated based on the individual’s employment status, sex, race, metropolitan status
of current residence, and the means of transportation and vehicle occupancy of this and other

persons.

Nonresponse for means of transportation to work was allocated in a similar manner in 1970,
1980, and 1990. However, the categories presented varied somewhat from census to census,
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making comparisons rather difficult. In the 1970 census, the means-of- transportation item
included “driver, private auto” and “passenger, private auto” as an approximation of carpooling. In
the 1960 census, the means of transportation question included a single category, “private auto
or car pool.” Prior to 1970, nonresponse to the means-of-transportation question was not allo-
cated but was shown in tabulations as “not reported.”

Question 24. Time of Departure From Home and Travel Time to Work

The 1980 census was the first to inquire about travel
a. What time did this person usually leave home time to work, reflecting an increasing national concern
to go to work LAST WEEK? . . .

over the combined effects of population density,

Oam Opm development, and air pollution on usual patterns of

b. How many minutes did it usually take this commuting. Travel time referred to the total number
person to get from home to work LASTWEEK? ¢ iy jtes usually spent traveling from home to work
(one way) during the previous week. In 1990, the time
of departure from home was added in order to quan-
tify the observation that workers were leaving home
earlier to compensate for increased amounts of time
spent commuting. Travel time was calculated from door-to-door and included time spent waiting
for public transportation, picking up passengers in car pools, etc. Because many commuters, such
as those using public transportation or car pool riders who never drove, could not report accu-
rately the exact distance of their trip from home to work, travel time gave a better approximation
of relative distance to work and relative efficiency of various transportation modes.

Minutes

Coding. No coding was required.

Editing and allocation. Data on departure time and travel time to work (minutes) were edited
to be consistent with responses from the employment status item and means-of-transportation-to-
work item. Thus, nonworkers were set as “not in universe” on both time of departure and travel
time to work. Also, workers who reported in Question 23 that they worked at home were set as
“not in universe” for departure time and travel time to work. Unreported or incomplete responses
for these items were allocated based on the individual’s employment status, sex, race, metropoli-
tan status of current residence, means of transportation, vehicle occupancy, and information on
departure time or travel time of this and other persons.

Departure time was converted from the input values of hour and minutes with a.m./p.m. indica-
tors to military time (2400 is midnight). The maximum allowed value for travel time to work was
set at 200 minutes in Census 2000, whereas the maximum value captured during the 1990 and

1980 censuses was 99 minutes.
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é a. LAST WEEK, was this person on layoff from
a job?

O Yes — Skip to 25¢

O No

b. LAST WEEK, was this person TEMPORARILY
absent from a job or business?

O VYes, on vacation, temporary illness, labor
dispute, etc. — Skip to 26
O No - Skip to 25d

. Has this person been informed that he or she
will be recalled to work within the next 6 months
OR been given a date to return to work?

O Yes - Skip to 25e
O No

d. Has this person been looking for work during
the last 4 weeks?

O Yes
O No — Skip to 26
e. LAST WEEK, could this person have started a

Question 25. Layoff/Work Absence/Recall/Job Search/Availability Last Week

Census 2000 asked this five-part question in
place of the two questions (with a combined
total of three parts) that the 1990 census used to
gather information on absent or unemployed
workers. The 1990 item asking about temporary
absence or layoff from work in the last week
became two separate items in Census 2000, one
concerning layoff status (25a) and one concern-
ing temporary absence (25b). This allowed for a
clearer distinction between absence due to layoff
versus absence due to vacation, sickness, family
needs, or other exigencies. The third part (25c)
was new and asked if the laid-off person had
been informed about going back to work “within
the next 6 months OR been given a date to
return to work?” The remaining parts of the
question (25d and 25e) were essentially the

job if offered one, or returned to work if recalled? . . . ,
. same as in 1990 and inquired about the person’s

ability to have started a job if offered one “LAST
WEEK.” However, the Census 2000 answer
options to this part omitted one of the options
presented in 1990—"“no, already has a job.”

O VYes, could have gone to work
O No, because of own temporary illness
D No, because of all other reasons (in school, etc.)

The two questions—work during the previous week (21) and layoffs, absences, and job search
and availability (25)—were used together with Item 27 (industry, from which Armed Forces status
was derived) and other economic items to classify the person’s employment status in the “refer-
ence week.” The reference week referred to the calendar week preceding the date on which a
respondent completed the questionnaire or was interviewed by an enumerator. It was not the
same for all respondents since the enumeration was not completed in one week. The labor force
status categories, defined in subsequent sections, may be diagrammed as follows:

Labor force
Armed Forces, at work
Armed Forces, with a job but not at work
Civilian labor force
Employed, at work
Employed, with a job but not at work

Unemployed

Not in the labor force

The 1880, 1890, and 1900 censuses inquired about the number of months the person had been
unemployed in the previous census year. The 1910 census added an inquiry as to whether the
person was unemployed on the date of the census (April 15). Questions about unemployment
appeared in every census from 1930 onward. The 1930 census included a special census on
unemployment, in accordance with legislation passed on June 18, 1929, that reflected widespread
concern over rising levels of unemployment in the late 1920s. That situation rapidly worsened
after the stock market crash that occurred a few months later. In 1940, 1950, and 1960, data
were presented for people 14 years and older and in 1970 and afterwards for people 16 years and
older. In 1970, tabulations for 14- and 15-year-olds allowed comparability with earlier censuses; in
1980, 1990, and 2000 the data were collected for 15-year-olds but tabulated in general for people
16 years and older.
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“Labor force” referred to everyone in the Armed Forces or in the civilian labor force. The “Armed
Forces” comprised people 17 years and older on active duty in the U.S. Army, Air Force, Navy,
Marine Corps, or Coast Guard, but not members of the merchant marine or civilian employees of
the U.S. Department of Defense. The “Armed Forces” designation was made using information
from Question 28 (occupation) or information about the type of group quarters in which the per-
son resided.

The “civilian labor force” was made up of employed and unemployed civilians. “Employed”
referred to people 16 years and older who were either (a) “at work”: those who did any work at all
as paid employees, in their own business or profession, on their own farm, or for 15 or more
hours as unpaid workers in a family business or farm or (b) “with a job but not at work”: those
who did not work during the reference week but had jobs or businesses from which they were
temporarily absent due to illness, bad weather, industrial dispute, vacation, or other personal rea-
sons. “Employed” excluded respondents whose only activity consisted of work around the house
or volunteer work for religious, charitable, and similar organizations. “Unemployed” civilians were
those, age 16 and older, who were neither “at work” nor “with a job, but not at work” and who
were looking for work during the previous 4 weeks and available to accept work. Examples of job-
seeking included registering at a public or private employment office, meeting with prospective
employers, investigating possibilities for starting a professional practice or opening a business,
placing or answering advertisements, writing letters of application, and being on a union or pro-
fessional register. Also included as unemployed were civilians 16 years and older who did not
work at all during the reference week, were on temporary layoff from a job, had been informed
that they would be recalled to work within the next 6 months or had been given a date to return
to work, and were available to return to work during the reference week, except for temporary
illness.

“Not in the labor force” encompassed people 16 years and older who were not classified as mem-
bers of the labor force under the definitions outlined above. This category consisted mainly of
students, housewives, retired workers, seasonal workers enumerated in an “off” season who were
not looking for work, institutionalized people, and individuals doing only incidental unpaid family
work (that is, fewer than 15 hours during the reference week). Also included were the so-called
“discouraged workers” who did not have a job and had not actively looked for work during the
previous 4 weeks.

A error in the data capture system seems to have adversely affected the labor force data in Cen-
sus 2000 for about 15 percent, or around 500,000 people, of the civilian noninstitutional popula-
tion 16 years and older in the United States residing in group quarters. The data capture system
apparently created erroneous answers to a specific set of labor force items on the long form Indi-
vidual Census Report used by residents of civilian noninstitutional group quarters. This phenom-
enon had an impact on labor force statistics for the entire country, but its effects were most vis-
ible and substantial for places, such as college towns, with high concentrations of people living in
civilian noninstitutional group quarters. The Census Bureau estimated that the major effects of
this problem were to incorrectly decrease the number of employed people and those not in the
labor force and to increase both the number of unemployed people and the unemployment rate.3!

Coding. No coding was required.

Editing and allocation. Data for unreported or incomplete employment-status responses (Ques-
tions 21 and 25) were imputed by allocating the employment status of a person with similar char-
acteristics (e.g., age, sex, household relationship, school enrollment, educational attainment, and

presence and age of own children).

The edit classified the employment status of people under 16 years of age as “not in universe.”
People whose industry was “active-duty Armed Forces” were given an employment status of
“Armed Forces.” Civilians who answered “yes” to Question 21 were made “employed, at work”;

31 See U.S. Census Bureau, Sandra Luckett Clark, John Iceland, Thomas Palumbo, Kirby Posey, and Mai Weis-
mantle, “Comparing Employment, Income, and Poverty: Census 2000 and the Current Population Survey,”
Appendix 3 “Problem in Employment Estimates for Population in Group Quarters,” September 2003;

U.S. Census Bureau, “Summary File 3, Data Note 4—Updated April 2006”; and Susan Love and Donald Dalzell,
“Researching the Williamsburg Pattern in Census 2000 Labor Force Responses,” February 17, 2006.

History: Census 2000 Chapter 3: Questions 143

U.S. Census Bureau



those who answered “no” to Question 21 but “yes” to Question 25b were made “employed, with a
job, but not at work.” Civilians who did not work in the reference week (answer of “no” in Ques-
tion 21), but who were available to start or return to a job ( “yes” or “no, because of all other rea-
sons” in Question 25e), and who either (a) were on layoff (“yes” in Question 25a) and expected to
be recalled to work (“yes” in Question 25c), or (b) looked for work in the last 4 weeks (“yes” in
Question 25d), were classified as “unemployed.” The edit made all other civilians who completely
answered Questions 21 and 25 “not in labor force.” All other people were either assigned to one
of the above categories, if one could be reasonably surmised from the incomplete answers, or
imputed to a category using a hot-deck allocation procedure, if one could not.

Question 26. Year Last Worked

Every census from 1960 onward inquired about the
gaega‘;i;’?this person last work, even for a year that the person had last worked. The census
W) s asked this question of all individuals who did not
@ 2257 cilicn, o5 e watad — 59 6o 57 work during the reference week (that is, had a “no”
response in Question 21 on work status last week).
The question served primarily as a screening device
for the industry, occupation, class-of-worker, and
work experience items (see Questions 27 to 30 below) so that respondents who had never
worked or had last worked more than 5 years ago were not asked to answer them. Screening out
those questions reduced the burden on respondents and processing costs. Furthermore, informa-
tion obtained from this item helped to classify respondents in an employment-status category
when entries to some of the other items were missing or inconsistent. The Census 2000 question
wording was identical to its 1990 equivalent, though the answer options were reduced from
seven (including specific years and ranges of years) to two ranges (“1995 to 2000” and “1994 or
earlier, or never worked”). Combining “never worked” with “1994 or earlier” in 2000 was particu-
larly significant because it meant the Census Bureau was no longer able to construct the category
“experienced civilian labor force.”

Coding. No coding was required.

Editing and allocation. This question was edited for consistency with the employment-status
classification and with the response to Question 30. The edit program classified people under 16
years of age as “not in universe”; it gave employed people and people who reported “yes” in ques-
tion 30 a final value of “1995 to 2000.” It made the final value for all other people who responded
to the item equal to their reported value. It imputed a value to people who did not respond to the
question, using a hot-deck allocation procedure in conjunction with allocation for missing entries
to Questions 27 to 31.
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Question 27. Industry or Employer

27)

Industry or Employer — Describe clearly this person’s
chief job activity or business last week. If this person had
more than one job, describe the one at which this person
worked the most hours. If this person had no job or
business last week, give the information for his/her last job
or business since 1995.

a. For whom did this person work? /f now on
active duty in the Armed Forces, mark (X) this box — ()
and print the branch of the Armed Forces.

The 1820 census first gathered data on industry,
inquiring about the number of people, free and
slave, engaged in agriculture, commerce, and
manufacturing. The 1840 census also inquired
about industry, but neither the 1820 nor 1840
censuses attempted to distinguish very carefully
between the general category of a person’s

employment and his or her specific job within
that area. The 1910 census was the first to for-
malize such a distinction (see Question 28), one
that has been made in every subsequent census.

Name of company, business, or other employer

The 1980 and 1990 questionnaires inserted a
brief “instruction box” before the three questions
covering industry or employer, occupation, and
class of worker. The Census 2000 questionnaire
dispensed with this box and gave separate
instructions for each of the three questions. The
guestions were asked on a sample basis of all
respondents 16 years and older who had worked
in the past 5 years. Respondents therefore
included employed people, unemployed people
who had worked sometime during the previous 5
years (part of the experienced unemployed), and
people who had worked sometime during the
past 5 years but were not currently in the labor
force (labor reserve). Data for this last group were
obtained as a byproduct of asking this infor-
mation of the unemployed.

b. What kind of business or industry was this?
Describe the activity at location where employed. (For
example: hospital, newspaper publishing, mail order
house, auto repair shop, bank)

c. Is this mainly — Mark (X) ONE box.

a Manufacturing?
(O Wholesale trade?
C] Retail trade?

C] Other (agriculture, construction, service,
government, etc.)?

Each of the three questions related to the same job, that is, the person’s chief job activity or busi-
ness. For an employed person, the information referred to the job held during the reference week
(the full calendar week immediately preceding the day the person or the enumerator completed
the questionnaire, which was not necessarily the week including April 1). A person employed at
two or more jobs was to report the job at which he or she worked the greatest number of hours
during the reference week. For an experienced unemployed respondent and for an experienced
respondent not in the labor force, the data referred to the last job held within the previous

5 years.

Question 27a was used to help classify responses to 27b on kind of business or industry. People
working for an individual or business with no company name were asked to enter the employer’s
name; respondents working in their own businesses wrote in “self-employed.” Question 27 was
the census’s primary means, along with type of group quarters, of identifying whether an indi-
vidual was currently on active duty in the Armed Forces, an identification essential for determin-
ing a person’s labor force status.

Continuing a historical practice, Question 27b (kind of business or industry) was the primary
industry item. The combination of the write-in response to this item and the company name was
converted into a three-digit code for classification purposes (see “Coding” below). Respondents
were instructed to print the type of activity engaged in by the business, industry, or individual
employer recorded in Question 273, that is, what was made, what was sold, or what service was
provided. If more than one activity took place, they were to describe the major activity at the
place of work. The 2000 question was identical to the 1990 question, except the examples “auto
repair shop” and “bank” replaced “auto engine manufacturing” and “retail bakery.”

Question 27c (industry sector) served as a tool for obtaining accurate industry codes for the three
major industry groups of manufacturing, wholesale trade, and retail trade. This was needed
because these three major industry groups made or sold the same products. For example, if the
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entry in Question 27b was only “furniture,” a correct response was needed in Question 27c to
determine if the company was a furniture factory (manufacturing) or a retail furniture store. This
question was identical to the one asked in 1990 and 1980.

Coding. See the coding section after Question 29 (class of worker).

Editing and allocation. See the “Editing and allocation” section after Question 29 (class of
worker).

Question 28. Occupation

The 1850 census was the first to inquire about a
é Occupation person’s occupation, though the 1850 and 1860
a. What kind of work was this person doing? censuses excluded slaves. Throughout the latter
Vor ecmple reqitered ruse peromel panager, ) part of the nineteenth century and in 1900, the
census approached the general category of
industry or employment not as a valuable, sepa-
rate piece of information but as 