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COMPOSITE ESTIMATION FOR SIPP ANNUAL ESTIMATES

1. INTRODUCTION
Composite Estimation for SIPP - A Pre]imﬁnary Report [1] has identified
‘the types of composite estimators that can be used in SIPP to imprové the

reliabi1ity_of estimates, particularly quarterly estimates. The quarterly

reports, Economic Characteristics of Households in the United States,’were
published for the four quarteréiof 1984. At present, publication of quarterly
reports hés been discontinued primari1y because economic characteristics of
households and persons do not appear to change significéntly from quarter to
quarter. Annual reports on the economic characteristfcs of households in the
United States are expected fo be published in the future. In view of this
.pub1icatibn plan, research on the composite estimation for SIPP annual reports
was undertaken. This report summarizes results of this research and

recommends the composite estimator to be used for SIPP annual reports.

2. ESTIMATION

The analysis of the SIPP data has two major aspects, crqss-sectional and
1ongitddina1 analyses. Our research is confined tbythe estimation for cross-
sectional reports. Estimation of annual levels (monthly averages for a year)
and year to year change in annual levels are of major interest for cross-
§ectiona1 reports. Composite estihation for quarterly levels and year to year
change in quarterly levels was discussed in an earlier réport [1] but wili,not
be researched further. ) |

For the current yeaf, the usua?jratio estimator uses data only for the

current year. This estimator is the result of four steps in the estimation



procedure. These steps are (1) computatioh of simple unbiased estimates; (2)
noninterview(adjustment, (3) first stage ratio adjuStmént and (4) second stage
ratio adjustment. In this report, fhe ratio estimator will be called "Simple"
(uncoﬁposfted) estimator. A composite estimator makes use of data from the
current as well as previous occasion(s). Different composite estimators
employ different methods of combining data from the current and previoﬁs

occasion(s).

The SIPP data»struéture for annual estimates is given in the Attachment
~ II. It will be seen that from 1985 each year has two panels that provide an
annual es...ate. SQMé panels do nbt provide an annual estimate; e.g., 1984
panel provides data only for the first two quarters»of 1986, and 1987 panel
provides data only for the 4th\quarter of 1986. Thus, some month1y data (about
9% to 20%) cannot be used in simple annual estimates and consequently, in the
composite estimation based on simple annual estimates. On the other hand,
annual estimates obtained by pbo]ing quarterly composite estihates'wi11»usef
almost all monthly data, and therefore, 1ikely to be more efficient. This
approach discussed in the earlier report [1] is not viab1e now since quarterly’
estimafesrére no longer published. Therefore, compoﬁite estimation of annua1 
levels ahd‘year to year change in levels based on simple annual estimateé is

discussed in the sequel.

Note that composite estimation for annual estimates can be done begining
in the year 1986 and 50% of the sample ("designated" housing units) in a year
is matched with the pre?ious year. The actual proportion of the sample
métched from year to year for households and particularly for persons and

families may be somewhat less than that for housing units due to sample



attrition resulting from movéments‘of peopie and'changes in'fam11ie§.
fHowevér, the impact’on the efficiency df a composite estimator of the level is
generally Tike]y to be negligible due to minor changes fn the propoftion of
sample overlap. . This is due to the féct that for‘estimates of ]eveTs, the
optimum percent to be matched is no more'than 50% (see Cochran,1963). The
SIPP panel design is indeed obtima] for thé composite estimation of annﬁa1

levels.

~ From our ana]ysis of the SIPP rotation pattern and data structure (see
Attachment II), and reséarch in composite estimatidn'methods we have l
determined that the AK composite estimator (Huang and Ernst, 1981) currently |
used in the CPS is applicable only to the CPS-type rotatjoh patterns (4-8-4 or
3-9-3). This eét{mator cahnot be used for the SIPP. The K composite |
estimator (see Technical Report 40) previously used in the CPS can be used but
other minimum variance eétimators will be more efficient. Three minimum
variance composite estimators are available to improve the reliability of
annual estimates. These are given by Cochran (1963), Wo1ter~(1979) and Ernst
and Breau (1983). A brief description of these esti‘mators_ is given in the
Attachment I. Relative variances Qf these estimators compared t§ the usual
ratio estimator are given in Table 1. It can be seen'that the composfte
estimation will reduce the variance of the annual estimate from 1% to 39% when:
corre1ation'ranges from .2 to .9. (These are assumed correlations, actual
correlationé from SIPP data are not yet avajiab]e)h The variance of the
‘estimate of change will be reduced by 1% to 59% for correlations ranging from
.2 to .9. The correlation between family incomes reported to the IRS on two
consecutive years was found to be .80“to .87. (Ponikowski and Tadros,

1984). The correlation between SIPP income data May be somewhat less because



of the possibility of a higher response error in SIPP compared to income tax
returns. However, when the correlation is .8, the variance of annual income
can be.reduced by 25% and the variance of the year to year change in income
can Be reduced by 38% by composite estimation. Thus, substantial gains in
re]iabi]ity of estimates can be achieved by coﬁposite estimation. Also, note
that the gains\in reliability froh the composite estimation are much greater

in estimating change than current level.

A11 three estimators are minimum variance estimators and are
asymptotically equa]]y efficient. The variances for Cochran and Ernst-Bkeau
estimators given in Table 1 are limiting variancés. However, the third or
fourth year of composite estimation show that variances from these years are
about thé same as the limiting variances. The results from Wolter's method
are based on assuming that ten yeérs' data will be used in estimation. We
have obtained tﬁe coefficients of simple annual estimates and variance-
covariancevmatrices for Wolter's method for aﬁsumed corre1at16ns .2 to .9; the
fesu]ts for correlation .8 are given in Table 2. Wolter's method improves the
reliability marginally at middle yéar(s), for éxamp]e for the-5th and 6th
years in estimation based on ten years' data. Also, note that the re]iabi]ity’
of éstimétes of change is better in Wolter's method because estimates of
levels for earlier yéars are revised using all data up to and including the
latest year. The other two methods assume that estimates of levels will not
be revised é1though it is possible to do so. In practice, the revision of

estimates published earlier may not be desirable.



yike both the K and AK CPS composite eétimators, Cochran and Ernst-Breau
esfimators require .only storage of the previousvyeaf's dafa for computing the
“current year's estimate. Wolter's method, on the other hand, requires storage
of simple estimates {two simple estimétes from two panels in each year) of all
previous years. This may present a difficult problem in terms of data stbrage
for SIPP because of its numerous data items. -A1so, Wolter's method is much
more computafiona]]y complex. For example, with ten years' data, this
requires the inveraibn of 20x20 matrices and becomes a computational burden
With a large number of survey cﬁaracteristics. Data storage requirements and
cdmputatjona1 burden involved in WO1ter's,method’can be‘eased»by Eestricting
the use of data to fewer yéars (say 5 years) with some loss in re]iabi]ity.
We have not yet evaluated the loss in efficiency that may result in uéing 5
years' data compared to all teﬁ years' data. However, since all three
estimafors are minimum variance estimafors, the choice of an estimator must
depend on the data storage requifements and computational ease.. Cochran's
method requires the cbmputation of regkession coefficients and regression
estimates for’a11 sufvey items. ‘The Ernst-Breau estimator requires only
computation of correlations and thus_is computationa11y_easier than the
Cochran estimator. We, therefore, recommend that the Ernst-Breau composite

estimator be used for annual estimates.

3. ERNST-BREAU COMPOSITE ESTIMATOR

This estimator is described in the Attachment I. The composite
estimatof of level on the hth (chrrent) year Y, can be expressed in a
recursivé form as |

+A X

h,1*An%n 2*2

Y, =(1-A, )X X

h
whgre

101 = Xho1,1)s
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Yp-1 1 the composite esfimate of level in the h-1 (previous) year,
Xh,l is the simple estimate ofrlevel for the current year based on the 50% of
| the sample thet is nof matched with the previous year,
Xh,2 is the simple estimate of level for the current year based on the 50% of
the sample tﬁat is matched with the previoUS’year,
and | | 7
Xh 1,1 ' che simple estimate of levei for the pre;ious year based on the 50%
of the sample that is matched w1th the current year. |
Note that the coeff1cents A, and Zl depend only on the corre]at1on
coefficent p . The composite est1mator becomes the usual uncomposited
estimator of the level for the current yeaf when Zl-O and Ah=;5. The values
of A, and Z; are given in.the Table 3 for corré]ationS'ranging from .05 to

.95, It is interesting to note that the weight for the previous year's

composite esfimate (more specifical]y, for the difference.between the
- composite estimate and matched sample estimate Yh-1"Xh-1 1,1) increases as the

correlation increases.v;Also, the weight Ay for the matched half-sample:
estimate in the current year increases with the correlation. For very Tow
. correlation ( p< .05 ) this estimator reduces for practical purposes to the
usual uncomposited estimator of level for the current year (i.e., ZI-O,
Ap=.5).

The limiting variance of Y is

V(Y,) = 0°[1= {gzigmj=== *+ ==ty 5 1.
! N (epn?ad)



Turning to the estimation of year to year change note that theoretically
the best (minimum variance) estimate of change can be obtained‘by recomputing
the composite estimates of the earlier years utilizing data for the later
years and then,taking differences among revised composite estimates of
levels. In practice, it méy not be feasibie to revise the earlier composite
estimates because of data storage requirements and additional computing
costs. As mentioned ear1ier;'wo1ter's hethod uses this appréach. It can be
seen from Tabig 1 that this approach reduceé the variance of the chahgeiby
additional 1% to 9% when the correlation ranges from .2 to .9 compared to
Cochran's or Ernst-Breau's method where estimates for earlier yeafs are not
revised. Such margihal improvements_in estimation of year to yeak change may
not be worth the costs involved in storage df data and computatioh. In any
case, thé revision of estimates published earlier may not be desirable. Thus,
we assume that the estimates published in earlier years will not be revised‘
Then, the estimator of change that is consistent with the estimates of 1eve1$
is simply

Dh = Yy =Ypho1-

And its variance (algebraic details omitted) is given by

2(1-pZ,) 142
2 2 oLy 1 1
V(D)= 20°[1- ~--G- 4 gL ST SRS

h CH G 677 75,

B W U
91' 92 '
where 2,=[1-(1-p%) %1/,
o =21, ,

and
2 2



4, CORRELATION AND ROBUSTNESS OF THE COMPOSITE ESTIMATOR
"~ As mentioned in the previous section, the optimal coefficienté for the
Ernst-Breau estimator depend only on the correlation. Year to year
correlations for,key‘SIPP characteristics are not available yet. The
methodology for computing correlations was given in an earlier memorandum
[2]. We have collected available information on year to year corr=lations
from other household surveys. Results are sumarized below:
1. IRS Data.
| . The correlation between family incomes (adjusted gross incomes) reported
‘to the IRS in 1979 and 1980 was found to range between .80 to .87. The
" same results were also obtained between 1980 and 1981 family incomes.
This indicates that the year to year correlation between family incomes
is. high (Ponikowski and Tadros,.1984). Corre]ation between famf1y
incomes in SIPP may be somewhat less beéause of the possibility of
higher response‘erfor in SIPP compared to income tax returns; Howevér,
our re5u1tsA§uggest that SIPP income data can be considerably improved
by composite estimation. Many other SIPP characteristics are related to
income and consequently estimates for such characteristics will also be

improved by composite estimation.

- 2. AHS - National Sample

The year to year correlations of housing inventory estimates from AHS
National Sample are given in Table 4. It will be seen that year to year
correlations of housing inventory characteristics are rather high (.5 to .

.95). Only for few items 1ike water leakage, breakdowns, leaky roof,



etc is the correlation low, about .10—.15; Note that the correlation

for income is .5.

CPS

The year to year correlations of CPS estfmﬁtes are given in Table 5.
tprre]ations range,from very lTow to moderate. Out of 100 items, only a
few (about 6) items show correlation .5 or above. Many items show
corre1atfon between .2 & .5. Several items have correlation close to

zero and five items have very low negative (~.02 to -.09) correlation.

NCS - National Sample

Estimates of correlation coefficients between the 1975 and 1976 Annual

Estimates of victimizations are given in Table 6. It can:be seen that

correlations range from moderately’positive (.539 for Househo1d

]arcenices in metropolitan areas, .512 for tdta] crimes of violence) to
- moderately negative (-.480 for robberies; inside céntra] cities in

metropolitan areas.) The correlations for victimization characteristics

may not; however, be relevant to the SIPP.

As mentioned in the previous section, the coefficients Zy and Ay in the

Ernst-Breau composite éStimator depend only on the correlation. As in the

CPS, year to year correlations are Tikely to be very low for some SIPP

characteristics and high for others. Thus, the optimal values of the

coefficients in the composite estimator will be different for different

characteristics. In practice, however, the use of compromise values of Z; and

Ay, for all characteristics makes proéesSing and tabulation of data simpler and

estimates in a table retain the simple additive property. In this context, it

’
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is important to look at the robustness of the composite estimator with respect
to departures from actual torre1ations. The relative variances of the Ernst-
‘Bfeau estimator for estimates of level and change are given in Tab1es 7 and
8. The diagonal (underlined) elements in the Tab1e 7 provide the variance of
the composite estimator of the level relative to the'uncdmﬁosited estimator if
actué] correlations are used in'esfimat%ng the level. O0ff-diagonal elements
provide the re]ative'varianées that will be obtained by using assumed
- correlations instead of éctua] correlations. For example, the relative
variahce is .928 for actual correlation .5 Ewt it will be .967 if instead .7
. 1s used for correlation. Thus, the reductioh in the variance will be 3%
rather th;“ 7% bqtrthe composite estimator will still be more efficient than
thehuncomposited estimator. Nofe fhat the relative variances sl indicate the
range of departures from actuai'corfe]ations for which the composite estimator
will be at least as good or betfer than the uncomposited estimator. The |
resu]tsyc]éarly'show that the estimator is remarkab]y‘r6bust for slight
départures from actual corré]ations. It does poorly only in sftuations where
.actua1‘c6rre1ations are 1ow’L $.20) but high correlations (2.70) are used in
estimation. | |

Therfésu1t§ for relative variances for change (gee Table 8) show that the
change Estimator is even more robust,thén the level estimator. These results
are promising for using a "cohpromise* value for the correlation 1in |
determining the va]ues of the coefficients il and A, for the composite
estimator. If key SIPP charécteristics like income have.hfgh correlations and
we are wﬁ]]ing to accept inefficiencies for some characteristics which may
have low correlations, a high value of p (say .7)'shou1d be used. If all
characteristics are more or less equa}ly 1mportént and/or if some key

characteristics have low correlations, a moderate value of p (say .5) should
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' be used. Note that the use of p=.5 in the compositg estimator Qil] be at
least as‘good as the uncomposited estimator for characteristics‘with Tow
correlation, and much better for characteristics with high correlation. From
Table 3 it will be seen that Z;=.3 and Ap=.5 for p =.5, and Z;=.4 and Ap=.6
for o -,7. Also, noté that the values of thé coefficiénts are not all that

different for p =.5, .6 or .7.

| The use of appropriate pre-determined constant coefficients makes the
cémposite estimator slightly piased but provides approXimate1y minimum‘
Vériance for many'characteristics. This also provides more stabie variance
estimates by eliminating sampling variances of the coefficients compufed from
the sample correlation. | |

We, therefore,‘fecommendrusing a “combromise cqmposite estimator” for all
characﬁeristics. The compromise Ya]ue of the ccrre]ation to be used for the
estimator may be decided later after computation of cofre]ations.for SIPP
- characferistics and determination of relative importance of various

characteristics.

5. Summary and Recommendations
1. The SIPP panel design with 50% of the sample matched from one year

to the next is optimal for composite estimation of annual levels.

2. Composite estimation can be utilized from 1986 to improve the

reliability of estimates of annual levels and change.

3. Three minimum variance composite estimators; Cochran (1983), Wolter
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(1979) and Ernst-Breau (1983) are app11cab1e but based on data
storage requirements and computat1ona1 51mp11c1ty the Ernst-Breau

Estimator is recommended.

The coefficients of the Ernst-Breau Estimator depend only on the
correlation and the estimator is quite robust with respect to

departures from true correlations.

Ernst-Breau Estimator with a "compromise" value of the correlation

for all characteristics is recommended for use.

A "compromise estimator" makes the processing and tabulation of data -

simpler and estimates in a table retain the simple additive

prdperty.

An additional benefit of a “comprom1se est1mator is that variance

estimates are 1likely to be more stab]e.

.- The coefficients that may be used for the “compromise estimator" are

indicated but should be decided aftef the computation of year to
year correlations of various SIPP characteristics and determination

of their relative impoktance.

Further Research Needed

1. Compute year to year correlations of various SIPP

characteristics.

2. Determine the relative importance of various SIPP
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characteristics in terms of publications and‘ahticipated use for
policy decisions and research.
3. Determine the exact coefficients to be used in the "compromise

composite estimator.”
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Table 1. The Relative Variénce of Composite Estimators for
Annual Levels and Change

Composite ReTative Variance of
Correlation Estimators Level - Change

.2 | Cochran K = .4949.3/  ,990" .989
Wolter* .9901/ .9831/
| .9907/ L9777/

3 ~ Cochran K - .4882 3/ ' .976 .972
‘Wolter* .9761 / .9591/
- .9547/ .9507/

.4 Cochran K = .4782 3/  .956 .946
Wolter* , 956!/ 9221/
.9057/ .907%/

5 © Zochran K = .4641)/  .928 .906
/ Wolter* . 9281/ .867!/
| , .8667/ .8457/

6 Cochran K = .44443/ .889 - .847
Wolter* .8891/ .790}/
, | .8007/ .7627/

.7 Cochran' K = .4166°/ - .833 ~.758
‘ Wolter* - .8331/ - .682'/
7147/ .650%/
8 Cochran K = .37503/  .750 625
Wolter* .750!/ .531*/
| .6007/ 5007/

9 Cochran K = .3036%/  .607 -  .412
Wolter* .6071/ - 317y
.4567/ .297%/

Note: The proportion of the sample (housing units) matched between two consecutive
years is .5. The results from the Ernst-Breau Estimator are the same as those
from the Cochran Estimator.

* Assumes ten years' data will be used and estimates for earlier years will be
revised using later years' data.

1/ Relative variance for end (1, 10) years.

/ Relative variance for middle (5th and 6th) years.

3/

7
3 Optimum value of K.
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Table 3. Values of Coefficeints Z; and A, for the Ernst-Breau Estimator

Corrélation

Coefficient | ' Z; Ay
p |
.05 .0250 .5003
.10 .0501 .5013
.20 .1010 .5051
30 .1535 5118
.40 .2087 5218
.50 2679 .5359
.60 .3333 .5555
.70 .4084 5834
.80 .5000 6250
.90 .6268 .6964
.95 L7239 .7620
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Table 4. Year to Year Correlation of Housing Invéntory Estimates from’AHS National Sample

Characteristic Correlation Coefficient
1. A1l Units , .95
2. New Construction .60
3. Mobile Homes _ ‘ ‘ .90
4, Year Round Vacants .80
5. In Central City : .95
6. Not in Central City ; .95
7. Inside SMSA i .95 ]
8. Qutside SMSA , .95
9. Negro : - .70
10. Spanish ' .70
11. White . .50
12. Recent Movers , .20
13. Occupied Last Winter ' .90
- 14. Male Head , : .90
15, Female Head ‘ . .50
16. Year Buil. ‘ .90
"17. Plumbing Facilities v ~
a. With all , .90
- b. Lacking some or all - , ' .50
18. Kitchen Facilities
a. For exclusive use of household .90
b. Also used by another household .50
7 c. No complete kitchen facilities .50
19. Air Conditioning , .70
20. Sewage Disposal ' A .90
21. Garbage Collection ' ‘ : .80
22..Source of Water ’ .70
- 23. Cooking Fuel .90
24. Heating Fuel : : .70
25, Basement
a. Water leakage .15
b. No water leakage ‘ .30
c. Other ' . i .90
- 26. Heating Equipment .60
27. Additional Heat
a. Additional heat source .60
. b. No additional heat source .15
28. Units in Structure ~ . .70
29. Number of Rooms : .60
30. Number of Bathrooms .70
31. Bedrooms -
a." None , .80
b. 1 Bedroom . ‘ .55
€. 2 Bedrooms ' 45

d. 3+ Bedrooms :85
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Table 4 (cont'd)

Characteristics » - Correiation Coefficient
32. Number of Automobiles K .50
33. Number of Persons _ .50
34, Subfamilies ' ]

a. Total or White ‘ , .50
.b. Negro , .60
c. Spanish .50
35. Persons per Room , '
a. Total or White . .50
b. Negro ‘ ) .50
-~ €. Spanish , .60
36. Inclusion in Rent , , .40
37. Mortgage / : - .70
38. Value '
a. Less than $20,000 .30
b. $20,000 to $40,000 ' : .40
¢. Greater than $40,000 .50
39. Contract Rent ‘ : ‘ i .50
40. Gross Rent o ‘ : - .50
41. Income _ ‘ .50
42. Fuse or Switch Blowout o
a. Yes, fuse blowout B .23
b. No, fuse blowout ' \ .60
43, Water Supply Breakdown .
a. No breakdowns : ' .80
b. Completely without water : .10
44, Sewage Disposal Breakdown
: a. No breakdowns ' : .90
b. With breakdowns ‘ .00
45. Flush Toilet Breakdown
a. No breakdowns . .60
. b. With breakdowns ' : .22
46. Heating Equipment Breakdown
a. No breakdowns , .60
b. With breakdowns . .22
47. Other Breakdowns : o
a. No breakdowns ; : .60
b. With breakdowns .10

48. Items that can change in a year
(Teaky roof, mice or rats, holes in floor, etc.)

a. With problems .15

b. Without problems : .30
49, Opinions

a. Excellent ~ ' ' .35

b. 6Good . ) .30

~¢. Fair ' .30

d. Poor , . .25
50. Public Housing : .40

Source: Memorandum from Jones to Young, October 14, 1976, Bureau of the Census.
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Table 5. - Year to Year Correlation of CPS Estimates

(1974-1975)°

, _ : Correlation
Characteristics 1/ ' Coefficient

1. Total Population

2. Nonwhite Population

3. Rural Nonfarm Population

4. Total Rural Farm Population
5

6

7

8

.

. Central City Population
. SMSA Population
7. Nonwhite SMSA Population
Household Heads «
- 9. Total Not in Labor Force
10. Not in Labor Force - Keeping House
11. Not in Labor Force - Male, ages 20+
12. Not in Labor Force - Nonwhite Male, ages

NWWEONNAOOW
ONHLONNEHENRN SO

OO0 oo © OCO0O0OOODOOOO
. . - . . L] . . - ) L] ] L) [ ) (] L]

16-64 In School 19
13. Not in Labor Force - Nonwhite Female, Ages
25-64 _ ‘ 23
14. Not in Labor Force - Nonwhite 30
15, Agriculture Employed - Total 43
16. Agriculture Employed - Male 44
17. Agriculture Employed - Working 35+ Hours
Per Week ' 43
18. Agriculture Employed - Se1f—Emp10yed .36
19. Agriculture Employed - Wage and Salary 39
20. Agriculture Employed - Female
21. Agriculture Employed - Working 1-34 Hours
Per Week, Economic Reasons 0.06
22. Agriculture Employed - Teenager (16-19) 0.24
23. . Agriculture Employed - Nonwhite 0.58
24. Agriculture Employed - Unpaid Family Workers 0.44
25, Agriculture Employed - Female, Ages 20+ . —~
Farmers and Farm Managers 0.11
26. Agriculture Employed - Nonwhite, Self- Emp]oyed 0.03
27. Civilian Labor Force - Total 0.34
28. Nonagriculture Employed - Total 0.32
29. Nonagriculture Empioyed - Wage and Salary 0.31
30.- Nonagriculture Employed - Worker 35+ Hours
: Per Week - 0.26 .
31.  Nonagriculture Employed - Male 0.31
32. Nonagriculture Empioyed - Female : 0.28
33. Nonagriculture Employed - Blue Collar 0.41
34. ‘Nonagriculture Employed - Wage and Salary.
Workers, Manufacturing , 0.49
35. |, Nonagriculture Employed - Male, Ages 20+ : ‘
White Collar ' 0.50
36. Nonagriculture Employed - Female, Ages 25+
Full-time, Worker 40 Hours Per Week . ; 0.22

1/ A11 characteristics refer to the population 16+ years,fun1ess otherwise indicated.
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Table 5 continued

Correlation

Characteristics Coefficient
37. Nonagriculture Emp]oyed - Wage and Sa]ary -
Workers, Retail Trade 0.29.
38. Civilian Labor Force - Part-time, Ages 20-64 0.24
39. Nonagriculture Employed - Worked 1-34 Hours
Per Week, Usually Full-time : 0.04
40. Civilian Labor Force - Teenage (16-19) 0.19
41, Nonagriuculture Employed Teenage (16-19) 0.12
42, Nonagriculture Employed - Self-Employed 0.37
43, Nonagriculture “mployed - Worked 1-14 Hours ,
\ Per Week 0.11
44, Nonagriculture Emp]oyed - Wage and Salary f
Workers, Construction 0.26
45, Nonagriculture Employed - Emp]oyed School
is Main Activity, Ages 16-21 0.23
46. Nonagr1cu1ture Employed - Worked 1-34 Hours S
‘Per Week, Economic Reasons 0.11
47. Nonagrlculture Employed - With a Job, Not _
at Work 0.03
48. Nonagriculture Employed - worked 1-34 Hours
Per Week, Usulaly Full-time, Economic Reasons 0.09
49, Nonagricu]ture Employed - Live on a Farm 0.28
50. Nonagriculture Employed - With a Job, Not at ,
- Work, Salary paid -0.02
51. Nonagr1cu1ture Employed - Wage and Salary,
s Private Household Workers -0.27
52. Nonagriculture Employed - With a Job, Not at -
Work, On Vacation 0.00
53. Nonagr1cu1ture Employed - Female, Ages 20+,
Drivers-and Deliverymen - 0.30
54, Nonagriculture Employed - Male, Ages 45-54,
Wage and Salary, Private Househo]d Norkers -0.03
55. Civialian Labor Force - Nonwhite 0.30
56. - Nonagriculture Employed - Nonwhite 0.30
57. Nonagriculture Employed - Nonwhite, Female 0.23
58. Nonagriculture Employed -~ Nonwhite, Blue Collar 0.29
59. Nonagriculture Employed - Nonwhite, Male,
Full-time, Worked Equal to or Less than 40 »
Hours Per Week 0.27
60. Nonagriculture Employed - Nonwh1te Full-time, \
Worked 41+ Hours Per Week 0.16
61. Nonagriculture Employed - Nonwhite, Male,
s ' Ages 35-44 0.11
62.. Nonagriculture Emp]oyed - Nonwhite, Male,
Service Workers 0.30
63. Employed - Nonwhite, Female, Ages 45-54 0.38
64. Employed - Nonwhite, Worked 1-34 Hours Per
Week, Economic Reasons 0.19
65. Nonagr1cu1ture Employed - Nonwhite, Worked 1-34
Hours Per Week, Economic Reasons ' 0.21
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Table 5 continued

_ , Correlation
Characteristics Coefficeint

66. Nonagriculture Employed - Nonwhite, Employed as

Managers, 0fficials, Proprietors 0
67. Unemployed - Total 0
68. Unemployed - Full-time Labor Force, Ages 20-64 0
69.  Unemployed - 5+ weeks ‘ 0.
70. Unemployed - Because Lost Last Job ; 8

71. Unemployed - Male .
72. Unemployed - White Male o
73. Unemployed - Household Heads 0.12
74.  Unemployed - Female ‘ ' 0.12
75.  Unemployed - White Female, Teenage (16-19) -0.03
76.  Unemployed - White Female 0.13
77. Unemployed - Had Been Wage and Sa]ary, A ,

Manufacturing 0.16
78. Unemployed - Teenage (16-19) . 1 0.08 -
79. Unemployed - Male Unemployed Less Than '

5 Weeks 0.01
80. Unemployed - Had Been Craftsmen and -

Kindred Workers 0.07
81. Unemployed - Female, Full-time Labor Force , )

Reentered after 5 years , - -0.09
82. Unemployed - Because Left Last Job - -0.08
83. Unemployed - Part-time Labor Force

Ages 20-64 0.05
84. Unemployed - No Previous Full-time Work 0.04
85. Unemployed - White Female, Ages 20-64,

. Never Married ' 0.09

86. Unemployed - Vietnam Era Veterans Male, )

Ages 20-24 ‘ €.01
87.  Unemployed - Part-time Labor Force Male .

Ages 20+ 0.05
88. Unemployed - Less Than 5 Weekds, Industry - '

was Public Administration ) -0.08
89. Unemployed - Nonwhite 0.10
90. Unemployed - Nonwhite, 5+ weeks ; 0.08
91. Unemployed - Nonwhite, Because Lost- Last Job 0.04
92. Unemployed - Nonwhite, Male 0.04
93. Unemployed - Nonwhite, Female 0.06
9. Unemployed - Nonwhite, teenage, (16-19) » 0.02
95. Unemployed - Nonwhite, Female, 5-14 Weeks : 0.04
96. Unemployed - Nonwhite, 27+ Weeks 0.07
97.  Unemployed - Nonwhite, Teenage Female (1€-19) 0.01
98. Unemployed - Nonwhite, Teenage, Male (16-19) 0.02
99, Unemployed - Nonwhite, Male, Ages 20-64, : '

Divorced, Widowed or Separated - 0.12
100. Unemployed - Nonwhite, Because Left Last JOb 0.03

Source: Train, G Cahoon, L., and Makens, P., "The Current Population Survey -
Var1ances, Inter-Relations and Design Effects,” presented at the annual meet1ng
of the American Statistical Association, 1978.
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Table 6. Estimated Correlation Coefficients
Between the 1975‘& 1976 Annual Estimates oé Victimizatiohs
(NCS - National Sample)

Correlation

Charécteristics | , l_' ‘ Coefficient
Total crimes against persons ) - .512
Total crimes of vioTence ’ | - .363
Total rapes : \ , : 062
Total robberies -.303
Tota] robb. & attempted robb. w/injury | - -,021
tha] robb. & attempted robb. w/injury

from serious asséu]t | : ‘ .096
Total robb. & attempted robb. w/injury

from minor assault ' - ’ -.110
Total robb. & attempted robb. w/o injury B -.293
Total assaults | | | , .394
Tota]‘aggravated assaults - .287
Total aggravated assaults w/injury .373 '
Tota1/attempted assaults w/weaﬁbn, aggravated .114 |
Total simb]e-assah]ts ’ j ’ .353
Total simple assaults w/injury | .193
Total attempted assaults w/o weapon, simple - 367
Total crimes of theft - 424

Total personal larcenies w/contact ' -.071



Table 6. (continued)
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Characteristits

Total purse snatching
‘Total pocket pickings

Total personal larcenies w/o contact
Crimes of}viq1ence; white‘
‘Robberiés; White.

Assaults, White

: Aggravated assaults; White
Simple dssaults; White
Crimes of theft; White

~ Crimes of violence; Black
Robberies; Black

Assaults; Black

Crimes of theft; Black
Crimes of violehce; male
Robberies, male

Assau]ts; ma1é‘

Crimes of theft; male
Crimes of violence; femé]e‘
' Robberies; female

Assaults; female

Crimes of theft; female
Crimes of violence; age 12-19
Robberies; age 12-19
Assaults; age 12-19

Crimes of theft; age 12-19

Correlation Coefficient

-.020
- .040
.410
352
- -.223
.330
192
.271
.392
118
086
041
317
1,309
-.081
.040
.286
.151

-.010

421
.274
157
193
139

.305
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Chafacteristics

Crimes of violence age 20-34
kobberies;_age 20-34

Assaults; age 20-34

Crihes of theft; age 20 34
Crimes of violence; age 65+
Robberiés; age 35-64

Assaults; age 35-64

Crimes of theft; age 35-64
Crimes of violence; never married
Robberies never married
Assaults; never married

Crimes of theft; nevér married
- Crimes of violence; married
Robberiés;kmarriedw~v’
Assaults married

Crimes of theft; married

Crimes of violence; male; never married

Robberies; male; never married

Assaults; male; never married

Crimes of theft; male never married

-Crimes of violence; female; married

Robberies; female; married

Assaults; female; married

Crimes of violence; widowed

Correlation Coefficient

.189
-.119
.193
.136
-.017
-.211
095
.160
.271
.026
.156
.296
.322

029
.305
.137
112
-.046

~.067

163
110
-.145

.166
.463
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Table 6 (continued)

| Charactekistics - - kCorrelafion Coefficient
: Crimes of violence; family income ;S.$7'500 .244
Robberies; family income § $7,500 | .051
Assaults; family iné. s $7,500 , .233
Crimes of theft; family inc. s $7,500 | .543
Crimes of violence; family inc. $7,500—$14,999 | .055
Robberies, family inc. $7,5Q0;$14,999 -.138
V Assau1t$; fami’y inc. $7,500-$14,999 .192
Crimes o% theft, family inc. $7.500-$14,999 ) .146
'Crimes’of violence; family inc. $15,b00+ : .160
‘Robberies; family inc. $15,000+ - 065
Assaults; family inc. $15,000+ .078
Crimes of theft; fémi]y inc. $15,000+‘ .310k
Crimes of violence; family inc. < $15,000 | .2}9
Robberies; family inc. < $15,000 -.195
Assaults; famuly inc. < $15,000 | .301
Crimes of viéTence; separated or divorced ' -.056
Crimes of vioﬁehce; inside central cities
in metropolitan areas | | ‘ | .168
Robberies; inside central cities in
metropolitan areas o | . -.480
Assaults; inside central cities in
metropolitan areas | o .322

Crimes of theft; inside central cities in

metropolitan areas | f | .440
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Table 6 (continued)

‘Characteristics ' : o Correlation Coefficient

)

Crimes of violence; outside central cities

in metropolitan areas .238 |
Robberies; outside central cities in

‘metropolitan areas ’ o ' _ -.095
Assaults; outside central cities fn |

metropo1itan areas a - o .186

Crimes of theft; outside central cities

in metropolitan areas .339
~ Crimes of violence; in nonmétropo]itan.éreas‘, .488
Robﬁeries; in nonmetropolitan areas -.015
Assaults; in nonmetropolitan areas. - ~.481
Crimes of theft; in nonmetropo1itan’areas . .600
Crimes of violence; ih metropolitan éréas T .329
Robberies; in metropolitan areas | : -.350
Assaults; in metropolitan areas : .389

Crimes of theft; in metropolitan areas .438 .
hTota1 crfmes against households-property .392
Total burgiaries o , o ‘ ’f‘ .128
Total burglaries - forcible entry | ' | }023
Total burglaries - unlawful entry .173
Total burglaries - attempted forcible entry 223
| Total household larcenies | . : | : .384

Total household larcenies - completed : .303



Table 6 (continued)
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Characteristics

Total household larcenies - attempted
| ~ Total household larcenies; < $50
Total héuseho]d larcenies; $§0+

Total motor vehicle thefts

Total motof vehicle thefts - completed
Total motor vehicle thefts - attempted
Burglaries; White o
Household larcenies; White

Motor vehicle thefts; White
Burglaries; Black

Household larcenies; Black

Motor ‘vehicle thefts; Black
Burg]ariés; owned/bought tenure

| Household larcenies; owned/bought tenure

Motor vehicle thefté;-oWﬁed/bought tenure

Burglaries; rented tenure

Housého]d larcenies; réntéd tenure
Motor vehicle thefts; rented tenure
Burglaries; age of head 12-34

- Household larcenies; age of head 12-34
Motor vehicle thefts; ége of héad 12-34
Burglaries; age of head 35+

Household larcenies; age of head 35+

Motor vehicle thefts; age of head 35+

Correlation Coefficient

099
.210
.228
057

-.026
.097
143
.336

-.029

~.018
.272
173
.164
.237 .

-.009

-.039
.037

093
.013
.365

-.038
.304
.’304"

-.011
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Table 6 (continued)

- Characteristics

Correlation Coefficient

- Burglaries; inside central cities in

~metropolitan areas .317
Househo1d 1afcenies;'inside centra]-cities
| in metropolitan area: .418
Motor vehicle thefts; inside central cities
in metropolitan areas .022
Burglaries; outside central cities in
metfopolitan areas .165
' Hoﬁseho]d larcenies; outside cenfra]\cities
in metropolitan areas .349
YMotor vehic]e-thefts; outside central cities B
in metropolitan areas | .082
Burglaries in ndnmetropo]itan areas .339
Housého1d,}arcenieé.in metropo]itan areas .539
Motor vehicle thefts in nonmetropolitan areas .145
Burglaries; family inc. s $7,500 .226
Household larcenies; family inc. § $7,500 .424
Motor vehicle thefts; family inc. < §7,500 -.002
Burglaries; family inc. s $15,000 .168
Household larcenies; family inc. s $15,000 .281
’Motor vehic]e thefts; family inc. < $15,000 .056
Burglaries; family inc. $15,000+ 117
Household larcenies; family inc. $15,000+ .184
Motor vehicle thefts; family inc. $15,000+ —.029
Qennra.  Memarandim fram Aceanna +a Srhanlaw  Anril 17 1080 Ruramn nf tha fancis.
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Attachment I
COMPOSITE ESTIMATORS

A. Composite Estimation in the CPS

1. The K Composite Estimator _
*The Current Population Survey - Design and'Methodo1ogy,“ Technical Paper 40 (1978). U.S.
Dept of CommerCe; Bureau of the Census. | ,‘ A
The K composite estimafor of leVel (mean or total of a certain labor force

qhéracteriétit) in the current month h, yﬂ is ineh’by
yﬁ = (I-K) Yy + K (yﬁ_i + dh, h;l); 0 <.K,< 1,
where i |

4, h-1 = Yh " Yh-1°
y;_l is the composite estimator of‘ieve1 for the preceding month h-1,
,yh is the second-stage ratio estimator of level for’the current ménth h,
y; and y;_l? are the second-stage rafio estimators for months h_and h-1 based on the ::
six rqtation groups*that are in sample for both months h and h-1. |

The variance of this estimator is given in Hansen, Hurwitz and Madow (1953), Sample

Survey Methods and Theory Vol. II. John Wiley & Sons New York. This estimator with K = .5

was used previously in the CPS.

2.. The AK Composite Estimator

Huang and Ernst (1981) “Comparison of an Alternative Estimator to the Current Composite

Estimator in CPS," Proceedings of the American Statistical Associatioﬁ, Survey Research

Methods Section, 303-308.

Under the 4-8-4 rotation pattern, let y,; be the second stage ratio estimator of the
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1evei (mean or total) in the current month h based on the rptation group i (which is in
its i~th time in the sample), i -'1,,2, ...8. Assume the following: |
(1) Viy,;) = o° for all h, i |
(2) Estimators derived from different rotation groups of
a given month are uncorrelated; that is
Cov (ypy, yhj) . o‘; iwj=l,2, ..8
(3) Estimators derived from the overlapping rotation
groups are covuriance stationary.
The AK composite estimator is a génera]ization’of the K composite estimator

previously used in CPS and is given by

yp = (1/8){(1-K+A) (yp; * Yp5) + (1-K-A/3)
(Y2 * Y3 * Yna * Yne * Y7 * Yng)!
+K(ypop*dppog)s 0sSASL0s5Ks,

where  dy g = (1/6) (Ypp + ¥n3 * Yna * Yn * Yn7 * Yng

“(Ypo1, 1 Yne1, 2 Yhet, 3t Yhel,s
T Yhe, 6t Yhen, 7))

Note that when A = 0, K = 0 the AK combosite estimator reduces to the sfmpTe average of

the esfihates from the eight'rotation groups. When A = 0 and K = .5 the AK composite

estimator reduces to the K composite estimator previously used in the CPS. |
Thus, the AK composite estimator has the potential of assigning more weight to.the

rotation groups which have been in the sample for the 1st and th time, and less weighf to

the rest of the rotation grouﬁs than the corfesponding weights in the K composite

’ estfmator; | |

The variance of the AK composite estimator is given in Huang and Ernst (1981). The
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AK composite estimator was found to be more efficient than the K composite estimator for
- monthly level, month to month change and annual average for both 4-8-4 and 3-9-3 rotation
patterns. The AK composite estimator with A = .2 and K = .4 is currently being used in

the CPS.

/

B. Minimum Variance Composite Estimators

1. Wolter (1979) "Composite Estimation in Finite Populations", Journal.of the

American Statistical Association, 74, 604-613.

| This proceduregis applicable to any rotation pattern. Illustrated here
- for first quarter estimates one year apart considering dn]y two years' data.
For 1987 4.u 1986 1st quarters, the vector of simple e§t1mators is

Vo= (Vg ¢, Yt to1 Yt t-2,9¢-1 £-1,%-1 t-2,%¢-1 t-3) o
where yij is the first quarter simple estimate (monthly average) for the i-th
year from the j-th year panel, (t = 87, t-1 = 86. etc.).

-

Let B = (xt’ X¢_1)
be the vector oflunknown’parameters (true monthly averages for the quarter).
Assume the general Tlinear model | | |

Y=X8 + e, 7 |
‘the error véctof'e satisfies

E(e) =0,E(ee)=V,
V is the variance ;‘covariance matrix of the vector of simple estimators and
must be nonsinguﬁar. We have verified algebraically that’V is‘nonéingular fb}
annual estimates, and for all quarterly estimates considering sample overlap
~ one year apart. |
Then

B - PY,

where
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1 oyl

X)L x v !

P=(X Vv~ , V77 is the inverse of matrix V,

-

and  var(g) = (X vIx)lac say.

The design matrix X and variance - covariance matrix V in this case are

X=]10 Vel 000 00O
110 o1 0p 00
10 0010 poO

01 0p 0100

01 00p 0100

01 00000 1

L]

Where 02 =1 (assumed) and p is the correlation coefficient.

The matrix P is composed of the coefficients that are‘app1ied to the simple
estimators in forming the minimum variance linear unbiased (MVLU) estimators.
Thus, Xt = PlY , Yt-l - P2Y5

where P; is the i-th row of P.

Thevestimatof of change X{-X¢_y is simply Xt - Xt—l = PlY -stY. |

Var (X¢ = X¢_y) = Gy * Cpp = 20y,

where C;: is the ij element of C matrix. .

ij
It is importantfto note that this estimator uses all available data up to and
including the year t. When data from succeeding years 1988, 1989‘etc. are
available, estimates for‘1987, 1986 etc. also change.
Advantage: | Applicable to any rotation pattern and data
| ‘structure. It requires only specifications for design
and variahce—covariance matrices X and V. -
Disadvantageé: (1) Requires s;brage of simple estimates for
all previous years. |
(2) Cdmposite estimates for earlier years are changed.
(3)v Becomes a computational burdeq with large number of
survey characteristics as number of years increases
because it requires inversion of matrices V and

1

(x v1ix).
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2. Cochran (1963) Sﬁmp]ing Techniques, John Wiley & Sons, New York.

Assume sample size on each occasion is n. On occasion h, the proportion
- of the sample hatched with occasion (h-1) is A . The variance ¢? and the
corre]ation'b between item values on the same units on two succe;sive
occasions are assumed same throughoUt. A part of the sample on occasion h may
also be matched with the sample on occasion (h-2), but this is ignored. The
two estimators of meaanh on the h-th dccasion are Yhuvfrom the unmatched
proportion of the sample, and §;m = yhm +b (i;fl - yh—l,m) from the matched
portion of the sample where b is the regression coefficient and 7;_1 is the
,cpmposite/estimator on occasion h—1. 

Then the composite estimator for the h-th occasion is

-

Yp = K Vpy * (1K) Yy
qnd its variance is

- 2
V(¥,) = 1 9po
where

gh'g 1-)/+ ( )A( p ) +'pz(1_K)z gh-l' ‘

The asymptotic value of V(y, ) as h » = is

-

v(ym) = a_'n_ gm ’
where

_Ak? 4+ (1-3)(1-K)#(1-p?)
A(1-2)[1-p2(1-K) 2]

g

The value of K which minimizes the limiting variance V(y_)is

_ 7 fesuExanenik A7)
pZ

K

opt
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The estimator of change Yh— Yh-l is simply yh = Ypo1o
And its variance is

V Gy - Fpg) = 2 Loy + gy (1-20(10)]1.

Advantages: (1) Requires storage of the composite estimate

~ for the previous year only.

"(2) Composite estimates for earlier years are not changed.

(3) It is also the minimum variance estimator.

(4) Computationally much simpler than the Wolter Estimator.
3. Ernst-Breau (1983); Unpublished Manuscript, Bureau ofithe Cénsus,
y Nashingtbn, D.C. ) |

This composite estimator was developed specifically for the CPS

Supp1ements that are repeated every year like the March Supp]ement and thus
assumed 50% over]ap between samp]es one year apart and no overlap between
samples two years. apart. | |

The estimator of the current yearly level is ‘

Ty = (A Xy g+ Ay g = Ao 1 + Ay 5 = Agky
L YT - Ak g A

where X1,1 is the simple estimate of yeariy level for the
current year based on the 50% of the éamp1e that is not matched
with the previous year;
x1,2 is the simp1e estimate of yearly level for the
current year based on the 50% of the samp1e that is- matched with

the previous year,
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and »
| Xé’l is the sfmp1e estimate of yearly level for the7previods'year
based on thé 50% of the sample that is matched with the current
year, etc.
Assume v(xi'j) . o?, for‘a1j 1,3

Cov (Xi,Z' X1+1’1) = po?, for all i,
and all other covariances are zero.’

Then coefficients A;'s are given by

i-1 i-1

1 *Ciy s

where Zy = |1 - Y(T=p5) 1/p,

Z, = [1 + /{T-p?) ]/p,

o = (2= p2))/0(2 - p2))% - ,2"% (2 - 2,)?],

C. = =7 )2 ZH“Z(

202 (0 5 \sP (o 2
, = 17 (2 - pZ,)/[(2 - p2;)" - 74 2 - 91,)°].

jim cp =17/ (2-91),
n -+ o
=~O’

’ 1im C2

n -+ o

; . . i-1 :
Therefqre, - Vim AT = 2,07/ (2 - V‘l)'

n + o

Finally, the 1imiting variance (algebraic details omitted) is

2 Z(I'le)

MUY RS coon Rl e adis s



Advantages:

(1)

(2)
(3)
(4)
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Requires storage of the composite estimate

for tﬁe pfevibus year bn]y. |

Composite estfmates for ear]ier‘years are not éhanged. '
It is also the minimum variance estimator.
Computationally much simpler than the wo1ter'Estimator,

and slightly simpler than the Cochran Estimator.



Attachment II.

Data Structure for Annual Estimates

Annual Estimate

1984 Estimate

40

1684 -Pane]l
Wave Rotation
2 123
3. 4123 -
4 4123
5 4123
1985 Panel
Wave Rot ~ Data for
1 2 OND e
3 ND
4 D

~ (Insufficient) */

1/ Letters J, F,

1985 Estimate 1986 Estimate
'1984 Pane] - 1984 Panel
Wave Rotation Wave Rotation Data For
5 123 8 1 J 1/
6 4123 2 JF .
7 4123 3 JFM
8 4123 9 4 JFMA
1 FMAM
2 MAMJ
v -3 AMJJ
(Insufficient) 2/
1985 Panel 1985 Panel
Wave Rot Wave Rot
T 7341 T 734
2 234 5 12314
3 1234 6 1234
4 12314 7 1234
1986 Panel 1986 Panel
Wave ﬁ t Data for Wave Rot
OND !/ 1 2341
3 ND 3. 2341
4 D 3 234
(Insufficient) 2/ 4 1234
1987 Panel
Wave ﬁ t  Data for
1 . OND '/
3 ND
4 D

... D stand for months January, February ...

(Insufficient) 2/

December.

2/ This panel ‘does not provide an annual estimate for the year e.g., 1985
: Panel provides data only for the fourth quarter of 1984.
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Attachment II (cont.)

Data Structure for Annual Estimates

1987 Estimate - 1988 Estimate
1985 Panel 1986 Panel ‘ :
Wave Rot Data for -Wave Rot Data for
/ 2 J !/ 7 2 J i/
3 JF ‘ 3 JF
4 JFM 4  JFM
8 1 JFMA 8 1 JFMA
2 FMAM 2 FMAM
3 MAMJ 3 MAMJ
4 AMJJ .
(Insufficient) 2/ (Insufficient) 2/
1986 Panel S 1987 Panel
Wave Rot ' Wave Rot
! 234 I 734
5 1234 5 1234
6 1234 6 1234
7 1234 7 1234
1987 Panel _ ~ 1988 Panel
-Wave Rot . Wave Rot
I 2341 2341
2 234 2 234
3 12314 3 1234
4 1234 4 1234
1988 Panel : 1989 Panel :
Wave Rot Data for Wave Rot Data for
1- 2 OND '/ 1 2 OND 1/
3 ND 3 ND
4 D , 4 D
(Insufficient) 2/ (Insufficient) 2/

l/' Letters J, F, ...D stand for months January, February, ...December.

2/ This panel does not provide an annuaTAestimate for the yeér e.g., 1985
Panel provides data only for the two quarters of 1987.
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