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1. Introduction

The New York City (NYC) Housing and Vacancy Survey (NYCHVS) provides estimates of rental
and homeownervacancy rates, as well as various household and person characteristics. In
2017, the NYCHVS Public Use Files (PUFs) include the addition of replicate weights. The
replicate weights allow data users an additional tool to calculate estimates of variance. Using
the information providedin this guide and the replicate weights on the PUFs, data users will
have the necessary toolsto compute estimates of variance using the replicate weights.

Only Sample Design Variances Estimated

By variance, we referto the sample design variance or simply design variance or the variance
from a finite population sample. The variance measured by the replicate weights represents
the variance of the estimated statistic if we repeated the sample selection many timesand
estimated the statistic of interest with each sample. See textbooks by Cochran (1977), Wolter
(2007), and Sarndal, Swensson, and Wretman (1992) for detailed discussions on sample design
and sample variances.

How the Guide is Organized

Section 2 of the guide describes “how to estimate variances yourself using replicate weights.”
This part of the guide explains how the new variance estimation tools provided by the NYCHVS
can be usedto estimate variances.

Replicate weights can be used to estimate samplingvariance for any complex statistic from the
survey design. The bulk of the guide — sections 3 to 6 — reviews several examples that show
how to use replicate weights to estimate variances of several types of statistics. The examples
are repeatedin dedicated sections for the following software packages: SAS, STATA and R. We
include two separate sections on SAS: one section describesthe PROC SURVEY proceduresand
another section describes how to use base SAS to calculate the variances.

Table 1 summarizes the examplesand the four main sections of the guide.



Table 1: Summary Table of Examples

Example Number/Section
Type of Description of Specific Example SAS Base
Statistics PROC SAS STATA R
SURVEY
Total Number of 2017 occupied housing units in NYC 2.1 4.1 5.1 6.1
Difference lefe.rence Qf t.he number of 2017 rent-stabilized 42 5 6.2
housing units in Manhattanand the Bronx
2017 tf ter- ied housi
Mean : falverage gross rent for renter-occupied housing 3.1 43 53 6.3
units in NYC
Median 20.17 Median gross rent for renter-occupied housing 44 4 6.4
units in NYC
. Odds of rent stabilization status (pre-1947 or post-
Odds Ratio 1947) with maintenance deficiencies 81,82 8.3 8.4 8.5
. The regression parameter representing the year the
Regression . . .
householder moved into the housing unit for 33 4.5 5.5 6.5
Parameter
renters.
Longitudinal The difference of the 2017 and 2014 vacancyrates 46 56 6.6
Change
Percent Change :srzcoeln;c change in the median gross rent from 2014 47 57 6.7

To further demonstrate the importance of usingthe replicate weightsin variance estimation,
Section 7 provides a general example of confidence interval calculations and then Section 8
provides a detailed example using the odds ratio and confidence interval calculations.

Section 9 explains how the replicate weights are calculated. We provide this section for
transparency, context, and background for sophisticated data users.

Scope of the Guide

The scope of this guide primarilyincludesthe data providedinthe 2017 NYCHVS. Two
examples demonstrate longitudinal estimates which incorporates 2014 NYCHVS data. Sample
Year 2017 is the firstyear that replicate weights have beenreleased for NYCHVS. Replicate
weights for prior years of 2011 and 2014 have been retroactively created and are available
upon request.

The methods providedin this guide can be used for both housing unit (HU) estimates as well as
person estimates. Eventhough examples of person estimates are not provided, the same
methods can be applied with the substitution of the person replicate weights.

The results providedin this guide, including the estimations, standard errors, and confidence
intervals are approximations, and are subjectto errors. We do not provide a review of the
sample design for the NYCHVS, but referthe reader to the documentation of the surveyfor a




more thorough discussion of the designand errors: 2017 New York City Housingand Vacancy
Survey Sample Design, Weighting, and Error Estimation (U.S. Census Bureau 2018).

Within the guide, we provide several examples using SAS. The examples use SAS because SAS
has a set of excellent procedures forworking with survey data and we have great familiarity
with the software. Additionally, we provide some of the same examples using the statistical
packages of STATA and R and identify any limitations that we have found with this software.
The examples use the publicly available datasets provided by NYCHVS and therefore, you
should be able to replicate the results.



2. General Variance Estimation for NYCHVS

The variance of any survey estimate based on a probability sample may be estimated by the
method of replication. This method requires that the sample selection, the collection of data,
and the estimation procedures be independently carried through (replicated) several times.
Each time the sampleis replicated, a different set of estimatesis calculated. The dispersion of
the resulting estimates then can be used to measure the variance of the sample.

However, we would not considerrepeating any large survey, such as the NYCHVS, several times
to obtain variance estimates. A practical alternativeis to alter the sample several times by
applying different weighting factors to the sample units. The alterations of the replicate
weights allow the single sample to represent multiple replicate samplesthatcan be usedto
estimate variances. We sometimesreferto the replicate samples as simply replicates. For the
NYCHVS, we used a total of 80 replicates to calculate the NYCHVS variance estimates.

The replicate weights should only be used in creating variances and should not be usedto
create independentestimates. The final weights (FW) are provided to produce all estimates.

The user should also note that the replicate weights are calculated using information from the
sample. Therefore, the 2017 NYCHVS replicate weights are applicable for use on only 2017
NYCHVS data. Replicate weights for prior years, for example, 2014 are applicable for use with
the 2014 publicusefile only.

Use of Replicate Estimates in Variance Calculations

Calculate variance estimates usingthe replication variance estimator
~ A~ A N2
5(8) = 5> (6, - 8,) 21)

Where 8 is the weighted estimate of the statistic of interest; such as a total, median, mean,
proportion, regression coefficient, orlog-odds ratio, using the weight for the sample and @T is
the replicate estimate for replicate r of the same statisticusing the replicate weights. The
estimator 8, is the estimate of 8. With replicate variances, 8, can be chosen in two ways:
eitheras the estimator of 8 usingthe final weights or as the mean of the replicate estimators.
Throughout this document, we suggest usingthe regular estimate that used the final weights
since it produces a more conservative estimate of the variance.

The value of 80 in Equation (2.1) isthe number of replicates used by NYCHVS and for more
explanation about the factor of 4, see the end of Section 8. See also Fay and Train (1995), Ash
(2014), and Opsomer, Breidt, White, and Li (2016) for more background about Successive
Difference Replication (SDR).



To ensure confidentiality of the data, some characteristics have eitherbeen bottom coded or
top coded. This procedure places a lower (or upper) boundary on the published value forthe
variable in question. Therefore, some estimates calculated from the PublicUse File may differ
from the estimates providedinthe NYCHVS publication tables.

Using Replication to Estimate Variances

The following example illustrates how a statisticwould be estimated, replicated, and combined
to form a variance estimate. We are going to estimate the variance usingthe 80 replicate
weights provided for the NYCHVS.

Note that in 2017 NYCHVS, the replicate weights of Replicate 1 are equal to the final weights.
The same is not true with 2011 and 2014: the replicate weights of replicate 1 are differentthan
the final weights.

The followingexample illustrates how a statisticwould be estimated, replicated, and combined
to estimate a variance.

Example 2.1. Estimating the Variance of the Total Number of Housing Units in a Domain

The goal of this exampleisto estimate the total number of occupied housingunitsin NYC for
2017 and its corresponding estimate of variance. In 2017, we have 13,266 completed
interviewsthatare eitherowner or renteroccupied housing units in NYC. Table 2.1 displaysthe

first four and last interview responses for occupied housing units in NYC for 2017.

Table 2.1: Example of Estimating Variances with Replication

Sample Final Replicate Weights
Hous.ing Tenure Weight Replicate | Replicate | Replicate Replicate
Unit 1 2 3 80
1 Owner 340.405 340.405 95.036 287.495 137.400
2 Renter 245.771 245.771 240.316 70.290 289.403
3 Renter 245.771 245.771 240.316 70.290 289.403
4 Renter 370.417 370.417 365.079 366.310 667.296
N (13,266) | Renter 4.753 4.753 5.064 4.397 4.467

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey Public Use Files.

In the 2017 NYCHVS, the estimate from the final weight are sometimesreferredto as replicate
estimate O or replicate weightO.



Step 1: Calculate the weighted survey estimate.

The statistic of interestis the total numberof occupied housingunits in NYC for 2017. Add the
final weights of the sample cases that are eitherrenteror owneroccupied. Therefore, the
estimate of total number of occupied housing units is calculated as follows:

Occupied HUs Estimate 1V0= 340.405 + 245.771 +...+4.753 = 3,109,954.63
Step 2: Calculate the weighted survey estimate for each of the replicate samples.

The replicate estimates of occupied HUs are:

Replicate estimate 1 IVT=1= 340.405 +245.771 + ...+ 4.753 = 3,109,954.63
Replicate estimate2  N,.—,= 95.036 + 240.316 +... + 5.064 = 3,109,920.64

—~

Replicate estimate3 N,_3=287.495 + 70.290 + ...+ 4.397 = 3,105,282.02

~

Replicate estimate 80 N,_go= 137.400 + 289.403 + ... + 4.467 = 3,114,050.64

Step 3: Use these survey estimatesin Equation (2.1) to calculate the variance estimate for the
total occupied housingunits.

80
—~ 4 ~ N2
?(N) =30 E (N, —Np)
r=1

= 0.05 % [(3,109,954.63 — 3,109,954.63) 2 + (3,109,920.64 — 3,109,954.63) 2
+ (3,105,282.02 — 3,109,954.63) 2 + ---
+ (3,114,050.64 — 3,109,954.63) ?]

= 0.05 x [0 + 1155.32 + 21,833,284.21 + --- + 16,777,297.92]

= 74,422,895.83

The estimate of the variance of total occupied populationis ﬁ(IV) =74,422,896.

The survey estimate for occupied housing units in NYC is 3,109,954. This survey estimate has
an estimated variance of 74,422,896, and itsstandard error, which is the square root of the
estimated variance, is 8,627 housingunits.

The three steps of Example 2.1 will be used throughout the guide to calculate variances.
Sometimes Steps 1 and 2 will be combined since estimating the statisticwith the final weight
(or for replicate 0) can be done with estimatingthe statisticwith the 80 replicate weights.



Cautions about Domain Analysis Don’t Apply

Korn and Graubard (1999; Section 5.4), Lewis (2017; Section 8), Heeringa, West, and Berglund
(2010; Section 4.5) and others have provided important cautions about the analysis of domains,
sometimesalsoreferredto as subdomains. These cautions are important but do not apply to
the analysis described within this Guide since our variance estimation employs replicate
weightsin order to estimate variances. When usingthe Taylor seriesto estimate variances, the
default method of most software packages, the issue of domains is important: SAS will generate
incorrect estimates with the where statementsand correct estimates with the domain
statement. Similarly with STATA, the subpop()optionis needed. However, with the replicate
weights, usingthe domain or subpop() or where statements with SAS or STATA will
produce the same results.

Confidence Intervals and Significance Tests

Once the standard error is calculated, it can be combined with the estimate to calculate
confidence intervals. Section 7 provides furtherinstructions on how thiscan be done.

NYCHVS Public Use File Description

To access the PUF, go to the Census Bureau’s NYCHVS website at:
https://www.census.gov/programs-surveys/nychvs/data/datasets.html. Once navigation to
the siteis completed, thenselectthe “2017” tab and selectthe “2017 New York City Housing
and Vacancy Survey Microdata”. At the bottom of the resultingwebpage, there are five ACSII
textfilesand four PDF files.

The five textfiles:
1) SAS Import Program, which give the SAS code you need to read in each of the three
record files (textfiles#3 — #5) into SAS,
2) STATA Import Program, which give the Stata code you needto read in each of the
threerecord files (textfiles #3 — #5) into Stata,
3) Occupied Records, which contains the records for occupied housing units,
4) Person Records, which contains the records for persons, and
5) Vacant Records, which contains the records for vacant housing units.

The four PDF files:
1) 2017 Table of Contents,
2) 2017 Household Records — Occupied Units,
3) 2017 Person Records — Occupied Units, and
4) 2017 Household Records —Vacant Units.

These PDF files provide the record layout of each dataset listed above (textfiles #3 - #5).


https://www.census.gov/programs-surveys/nychvs/data/datasets.html

The datasets Occupied Records, Person Records, and Vacant Records (textfiles #3, #4, and #5
respectively) contains the sample estimate with full sample weights as well as the 80 replicate
weights for occupied housing units, persons, and vacant housing units respectively. NYCHVS
data users please use the Occupied Records and Vacant Records dataset for any housing unit
estimates, and use the Person Records dataset for any person estimates.

Data preparation for Running SAS

For the NYCHVS, we used a total of 80 replicatesto calculate the NYCHVS variance estimates.
When readingthese files (text files #3 - #5) into SAS, firstdownload and save these data filesas
txt files. Then download the SAS import program (text file #1), update the input-relateditemsin
the code (highlightedinyellowinFigure 2.1.1). Run the part of the code for Occupied Records,
and/or Person Records, and/or Vacant Records, then local SAS datasets will be created. Figure
2.1.1 shows the top part of the code for readingin Occupied HUs data file (textfile #2). For
generating SAS datasets for Person Records or Vacant Records (text file #4 and #5 respectively),
just follow the same steps for Occupied Records.

Figure 2.1.1: Partial SAS Code for Reading in the Public Use Files

* Import the Occupied data file. ;

data occupiedl?;

infile "LOCATION OF TEXT FILE\uf 17 occ web b.txt" lIrecl=1334 truncover;
input recid $1 @;

if(recid="1") then do;

***SEE THE REST OF THE SAS CODE IN SAS IMPORT PROGRAM FOUND IN THE CENSUS
BUREAU”S NYCHVS WEBSITE MENTIONED IN PREVIOUS PAGE*™** ;

For housing unit estimates, users need to download both Occupied Records (text file #3) and
Vacant Records (textfile #5), and then combine the two filesintoone. Figure 2.1.2 shows the
SAS code for importing vacant records, and then combiningit with the occupied records.

Figure 2.1.2: SAS Code for Appending Occupied and Vacant Records

* Import the Vacant data file. ;

data vacantl7;

infile "LOCATION OF TEXT FILE\uf 17 vac web b.txt" lrecl=831 truncover;
input recid $1 @;

if(recid="3") then do;

***SEE THE REST OF THE SAS CODE IN SAS IMPORT PROGRAM FOUND IN THE CENSUS
BUREAU”S NYCHVS WEBSITE MENTIONED IN PREVIOUS PAGE *** ;

* Combined Occupied and Vacant records for 2017;
Data HU alll17;
set occupiedl?7
vacantl?;
run;




For prior year’s NYCHVS data files, data users can go to the same website mentioned on page 7,
click the “2014” or “2011” tab, and download the PUFs from there. We usedthe same
procedure provided for 2017 Occupied Records, updated the statementsfor the 2014 filesand
locations. We savedthe 2014 occupied HU SAS data file as occupied14, and the 2014 vacant
HU SAS data file as vacant14. The 2014 combination file forall housingunits is called HU all14.
Figure 2.1.3 shows the partial SAS code for reading in the public use files for 2014.

Figure 2.1.3: Partial SAS Code for Reading in the Public Use Files for 2014

* Import the Occupied data file for 2014.

data occupiedl4;

infile "LOCATION OF TEXT FILE\uf 14 repwgt_occ web.txt" lIrecl=1321
truncover;

input recid $1 @;

if(recid="1") then do;

***SEE THE REST OF THE SAS CODE IN SAS IMPORT PROGRAM FOUND IN THE CENSUS
BUREAU”S NYCHVS WEBSITE MENTIONED IN PAGE 7*** ;

*Import VACANT DATA FILE;

data vacantl4;

infile "LOCATION OF TEXT FILE\uf 14 repwgt_vac web.txt" lIrecl=831 truncover;
input recid $1 @;

if(recid="3") then do;

***SEE THE REST OF THE SAS CODE IN SAS IMPORT PROGRAM FOUND IN THE CENSUS
BUREAU”S NYCHVS WEBSITE MENTIONED IN PAGE 7*** ;

*Combined Occupied and Vacant records for 2014;
Data HU alll4;
set occupiedl4
vacantl4;
run;

For the housingunit data file, the final weightis stored in variable FW, and the replicate
weights are stored in variables FW1-FW80. For the persons data file, the final weightis stored
in variable PW, and the replicate weights for persons are storedin variables PW1- PW80.

These weights are stored as character string with five implied decimal places, so before running
any analysis, they need to be converted. Figure 2.1.4 shows the SAS code for convertingthe
weights to numeric.




Figure 2.1.4: SAS Code for Converting Weights to Numeric

* convert weights to numeric with the correct decimal place.
%macro wgt(yr)
Data HU&yr . ;
set HU all&yr. ;
fwO=fw/100000;
Wdo 1=1 %to 80 ;
fw&i=Fw&i /100000 ;
fw &i=input(fw&i, 9.);
drop fw&i;
rename fw_&I=Fw&i;
%end ;
run;
%mend wgt ;

%wgt(17);
%wgt(14) ;

Afterrunning the code above, dataset HU17 and HU14 are created. These two datasets will be
used throughout this document.
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3. Estimating Variances with SAS PROC SURVEY Procedures

Within SAS, there are currently four specialized ‘survey’ procedures that use replicate weights
directly. Table 3 reviewsthe SAS SURVEY procedures.

Table 3: Summary of SAS ‘SURVEY’ PROCs

PROC name Can be used to...

SURVEYMEANS Calculate basic statistics
SURVEYFREQ Complete categorical data analysis
SURVEYREG Complete regression analysis
SURVEYLOGISTIC Complete logisticregression analysis

The equivalent proceduresin other statistical software packages will be discussed at the end of
the sectionand some examples using Base SAS, Stata and R are providedin Sections4, 5 and 6.

Because the replicate weights for NYCHVS are calculated with Fay’s SDR methods, the SAS
SURVEY procedures need to use the varmethod=brr (fay) optionin the PROC statement.
If the fay option for BRR is not used, the variances will be off by a factor of four.

An unintended consequence of using our replicate weights with the varmethod=brr (fay)
optionis that all of the SAS PROC SURVEY procedures assume that BRR is beingused and
further that the number of replicatesisthe number of strata in the sample design. The
replicate weights that are provided for NYCHVS use SDR methodology that is appropriate for
the NYCHVS sample design: systematicrandom sample from an ordered list. As a result, the
confidence intervals will use a critical value from a t-distribution with 80 degrees of freedom.
We, however, suggest using a critical value from a normal distribution—see also “Normal
Distribution versus the t-distribution for Confidence Intervals”in Section 7.

Mukhopadhyay, An, Tobias, and Watts (2008) providesan excellentreview of replication-based
variances methods and the “survey” procedures of SAS. Taylor (2016) also providesa
comprehensive review of using SAS to analyze survey data.

Each of the procedures of Table 3 can use the replicate weightsinits analysis. For example, the
SURVEYMEANS procedure and the replicate weightfile can be used together to generate a
standard error for a population total estimate, as shown in Figure 3.1. Throughout this
document, input related items are highlightedinyellow.
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Figure 3.1: SAS Code Using PROC SURVEYMEANS

proc surveymeans data=HU17 sum std clsum cvsum varmethod=brr(fay);
var variable ;

weight fwO ;
repweights fwl-fw80 ;
run ;

Since we are most familiar with SAS, the rest of this section and the next will provide examples
using SAS. In Sections 4 and 5 we repeat some of the examples using Stata and R. We do
recommend the reader referto theirsoftware documentation for further information on the
use of replicate weightsin variance estimation for any other statistical packages. Alternatively,
readers can contact the software specificcustomer support.

Example 3.1. Estimating the Variance of a Mean with SAS PROC SURVEYMEANS
In this example, we estimate the average gross rent for renter-occupied housing units. The
output for PROC SURVEYMEANS of SAS will alsoinclude the estimated standard error of the

average gross rent of renter-occupied HUs.

Figure 3.1.1 providesthe SAS code that can be used to estimate the average gross rent of the
renter-occupied HUs from the 2017 NYCHVS.

Figure 3.1.1: Example of SAS Code Using PROCSURVEYMEANS

Data Datal ;
set HU17 ;
* Convert invalid rent records, covert character variable to numeric.
if uf26 eq "99999° then rent = .
else rent=input(uf26,8.);
* Define domains. ;
if scl16 in ("27,"3") then tenure="Renter”
else if scll5="1" then tenure="Owner"”
run ;

proc surveymeans data=Datal mean std varmethod=brr(fay) ;
domain tenure ;
var rent ;
weight fw0 ;
repweights fwl-fw80 ;
run ;

The SAS code of Figure 3.1.1 generates the output of Figure 3.1.2.

12




Figure 3.1.2: SAS Output for PROC SURVEYMEANS

Statistics for tenure Domains

Std Error
tenure Variable Mean of Mean
Renter rent 1693.538796 10.580511

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

The estimate of the average gross rent inrenter occupied HUs is $1,694 with a standard error
of S11.

Example 3.2. Estimating the Variance for a Contingency Table with SAS PROC SURVEYFREQ

In this example, we estimate the frequency and proportion of rent stabilization status (pre-
1947 or post-1947) with maintenance deficiencies. The output for PROC SURVEYFREQ will also
include the standard errors of the estimated quantities. Figure 3.2.1 providesthe SAS code for
PROC SURVEYFREQ. See Section 7 for this same example on calculating odds ratios.

Figure 3.2.1 providesthe SAS code that produces the two-way table of building deficiencies by
rent stabilization status.

Figure 3.2.1: Example of SAS Code Using PROCSURVEYFREQ

Data Dataz2 ;
set HU17 ;
if rec53 In (°47,"5","6","77,"8") then def="1" ;
* Redefine HUs that did not report on deficiencies. ;
else if recb3 ="9" then def=" *;
else def="0";
if uf_csr="30" then stabilized="pre-1947* ;
else if uf csr ="31" then stabilized="post1947"~;
* Redefine HUs w/ other CSR code. ;

else stabilized = ;

* Define variable TENURE that identifies the domains Renter and Owner. ;
if scll6 in (F27,"3") then tenure="Renter”;
else 1f scll15="1" then tenure="Owner";

run;

proc surveyfreq data=data2 varmethod=brr(fay) NOSUMMARY ;
tables tenure*def*stabilized ;
weight fw0 ;
repweights fwl-fw80 ;

run ;

The SAS code of Figure 3.2.1 generatesthe output seeninFigure 3.2.2.
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Figure 3.2.2: SAS Output for PROC SURVEYFREQ

The SURVEYFREQ Procedure
Variance Estimation

Method BRR
Replicate Weights DATA2
Number of Replicates 80
Fay Coefficient 0.500

Table of Def by Stabilized
Controlling for tenure=Renter

Weighted Std Err of Std Err of
Def Stabilized Frequency Frequency Wgt Freq Percent Percent
0 post1947 888 214719 8110 25.6280 0.8476
pre-1947 2007 474343 13632 56.6158 1.0282
Total 2895 689062 16064 82.2438 0.8313
1 post1947 111 26435 2487 3.1552 0.3082
pre-1947 517 122331 5823 14.6010 0.7043
Total 628 148767 6681 17.7562 0.8313
Total post1947 999 241154 8181 28.7832 0.8797
pre-1947 2524 596674 13774 71.2168 0.8797

Total 3523 837829 15216 100.0000

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Example 3.3. Estimating the Variance of a Regression Coefficients with SAS PROC SURVEYREG

Correctly estimating the variance of a regression coefficient can be complicated dependingon
which procedureis used. This example will show a regression model modelingthe 2017 gross
rent of a renter-occupied housingunit usingthe year householder movedinto the housingunit.
The regression model will first be shown using PROC SURVEYREG with correct parameter
estimatesand variances. Next, the regression model will be shown using PROC REG with the
correct parameter estimates but will generate incorrect variances. Last, we demonstrate how
not using any weighting producesincorrect results. Moreover, in Section 4 Example 4.5 we
calculate the regression parameter directly.

First, PROC SURVEYREG will be used to generate the correct parameter estimatesand
variances. Figure 3.3.1 shows how thiscan be done.
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Figure 3.3.1: SAS SURVEYREG Code for Estimating Variance of a Regression Parameter

Data Data3 ;

set HU17
* Convert invalid rent records, covert character variable to numeric. ;
if uf26 eq "99999" then rent = . ;

else rent=input(uf26,8.);
yr_movein=input(uf66,8.);
* Define domains. ;
if scl16 1in ("27,"3") then tenure="Renter-”;
else if scl15="1" then tenure="0Owner";

run;

proc surveyreg data=Data3 varmethod=brr(fay) ;
domain tenure;
model rent = yr_movein / solution ;
weight fw0 ;
repweights fwl-fw80 ;
ods output parameterEstimates = MyParmEst ;
run;

data MyParmEstfin ;
set MyParmEst ;
* Keep the second observation, which is renters. ;
if n =2 ;
se = stderr;
var = se**2 ;
drop parameter dendf tvalue probt stderr ;
run ;

proc print data=MyParmEstFin ( keep = estimate se ) noobs ;
format estimate se 8.4 ;
run ;

The SAS code of Figure 3.3.1 produces the output of Figure 3.3.2.

Figure 3.3.2: SAS SURVEYREG Output for Estimating Variance of a Regression Parameter

Estimate se
28.7885 0.8122

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Using the we 1 ght statement in SAS is not a shortcut. We now show how PROC REG and the
final weights estimate the correct parameter estimates but overstate the variances because it
does not correctly account for the two-stage sample design of NYCHVS. Figure 3.3.3 shows how
this can be done.
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Figure 3.3.3: SAS REG Code for Estimating Variance of a Regression Parameter

* Weighted -- Using the sample design weights. ;
proc reg data=Data3 ;

where tenure="Renter” ;

model rent = yr_movein ;

weight fw0 ;

ods output parameterEstimates = MyParmEstw ;
run ;

data MyParmEstwFin ;
set MyParmEstw ;

if n =2 ;
drop model dependent variable df tvalue probt ;
run;

proc print data=MyParmEstwFin ; run ;

The SAS code of 3.3.3 generates the output of Figure 3.3.4.

Figure 3.3.4: SAS REG Output for Estimating Regression Parameters

Estimate StdErr
28.78853 0.90248

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

As expected, the estimate of the regression parameter in Figures 3.3.4 and 3.3.2 agree, but the
standard error using PROC REG and the we 1ght statementoverestimates the standard error

by 11 percentor (1 — %).
0.8122

Next, we show the worst possible case. We show what happens when PROC REG is used
withoutfinal sample weights to generate an unweighted modeled parameterestimate with its
correspondingstandard error. Figure 3.3.5 shows how this can be done.
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Figure 3.3.5: SAS Code for Estimating Variance of a Regression Parameter
* Unweighted — Not using the sample design weights.

proc reg data=Data3 ;

where tenure="Renter” ;

model rent = yr movein ;

ods output parameterEstimates = MyParmEstu ;
run ;

data MyParmEstuFin ;
set MyParmEstu ;

if n =2 ;
drop model dependent variable df tvalue probt ;
run;

proc print data = MyParmEstuFin ; run ;

The SAS code of Figure 3.3.5 generates the output of Figure 3.3.6.

Figure 3.3.6: SAS Output for Estimating Variance of a Regression Parameter

Estimate StdErr
29.67853 0.87447

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Estimating the regression parameter and its variance without the weights produces an incorrect
estimate of the parameter and an overestimate of the variance.

Statistical Software for Calculating Variances

Several statistical software packages employ replicate weights and Equation (2.1). We now
review a few of the software packages that we know about.

R Software: The ‘survey’ package allowsusersto estimate variances by Taylor Series
linearization orreplicate weights.

Stata: A good review of the use of STATA is given by Kreuter and Valliant (2007).
Wesvar: This software is developed and distributed by Westat and can use replicate weights

directly to estimate variances of a complex survey design. This document does not provide
guidance for using Wesvar.
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4. Examples of Calculating Variances with Base SAS

This sectionincludes examples of calculating the variance of a total, difference, mean, median,
regression parameter, longitudinal change and percent change withina complex survey design
by using replicate weights. Unlike the previous section where we used the SAS PROC SURVEY
procedures, here we calculate all values directly using programming within base SAS (the DATA
step, PROC SORT, and PROC MEANS). This sectionis provided for data users who would rather
code the variance estimation methods themselves ratherthan use the PROC SURVEY
procedures provided by SAS. In almostall cases, the estimates calculated using SAS PROC
SURVEY and the estimates from base SAS are the same and when they differ, we explain those
differences.

Example 4.1. Estimating the Variance of a Total

In Example 2.1, we generally demonstrated how to estimate the variance for the occupied
housingunits in NYC usingreplicate weights. We now show how to estimate the same total

directly with the replicate weights.

For our example, the domain of interestis all occupied housing unitsin NYC for 2017. In Figure
4.1.1, we start by keepingonly those sample HUs of interest; the 13,266 completedinterviews
who are eitherowners or renters.

Figure 4.1.1: SAS Code for Flagging Desired Records

* Flag the data records desired after creating the SAS data sets.
This example flags both owner- or renter-occupied housing units.

data Data4d ;

set HU17 ;

where recid="1" ;
run ;

Next, Figure 4.1.2 shows how we can calculate the sample estimate and replicate estimates of
the numberof occupied housingunits inthe NYC in 2017.
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Figure 4.1.2: SAS Code for Estimating Variance of a Total (Step 1 &2)

* Steps 1 & 2: Sum the sample and the 80
replicate weights and writes them out to a file ;

proc means data=Data4 sum noprint ;
* The sample and the replicates. ;
var fwO fwl-fw80 ;
output out=Data5 sum=est rwl-rw80 ;
run ;

The final step, represented by Figure 4.1.3, isto apply Equation (2.1) withthe sample estimate
and replicate estimates.

Figure 4.1.3: SAS Code for Estimating Variance of a Total (Step 3)
* Step 3: Use the sample estimate and the 80 replicate
estimates to compute the estimated replicate variance(s)
using the Equation 2.1 for 80 replicates.

data Data6 (keep = est var se) ;
set Data5 end=eof ;
* Fill array with the replicate sums. ;
array repwts{80} rwl-rw80 ;
* Fill array with the squared diffs. ;
array sdiffsg{80} sdiffsql-sdiffsg80 ;
do j =1 to 80 ;
sdiffsg{j} = (repwts{J} - est)**2 ;
end ;
* Sum the squared diffs. ;
totdiff = sum(of sdiffsql-sdiffsg80) ;
var = (4/80) * totdiff ;
se = (var)**(0.5) ;
output ;
run ;

proc print data=Data6 noobs ;
var est se ;
format est se commal2.0 ;
run ;

The SAS code of Figures4.1.1 - 4.1.3 generates the output of Figure 4.1.4.

Figure 4.1.4: SAS Output for Estimating Variance of a Total

est se
3,109,955 8,627

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.
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In this example, the estimate of the number of occupied HUs in NYC for 2017 is 3,109,955 with
an estimated standard error of 8,627. These results from Example 4.1 match exactly with the
results we got from Example 2.1.

Example 4.2. Estimating the Variance of a Difference

This example demonstrates how to estimate the variance of a difference. The specificstatistic
of interestisthe difference between the numberof rent stabilized unitsin Manhattan and the
number of rent stabilized unitsin the Bronx for 2017.

First, input the data file and keep those sample unitsin the domain of interest. For our
example, the domains of interestare 1) the rent stabilized unitsin Manhattan, and 2) the rent
stabilized unitsin the Bronx. In Figure 4.2.1, we start by keepingonly those sample HUs in the
domains of interest. For 2017, there are 1,058 completedinterviewsthatare rent stabilized
unitsin Manhattan, and 952 completedinterviewsthatare rent stabilized inthe Bronx.

Figure 4.2.1: SAS Code for Flagging Domain of Interest

* Subset to only rent stabilized units In Manhattan. ;
data data7 ;

set HU17 ;

where boro="3" and uf_csr in (°30°, "31%) ;
run ;

* Subset to only rent stabilized units in the Bronx. ;
data Data8 ;

set HU17;

where boro="1" and uf _csr in (°30%, "31%) ;
run;

Next, Figure 4.2.2 shows how to calculate the sample estimate and replicate estimates of the
number of rent stabilized housing unitsin Manhattan, as well as the Bronx. Then, we merge
those filesto get the differences.
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Figure 4.2.2: SAS Code for Estimating Variance of a Difference

* Manhattan;

proc means data=data7 sum noprint ;
* The sample estimate and the replicate estimates. ;
var fwO fwl-fw80 ;
output out=data9 sum=estl rwl-rw80 ;

run ;

* The Bronx.
proc means data=data8 sum noprint ;

var fwO fwl-fw80 ;

output out=DatalO sum=est2 rw2_1-rw2_80 ;
run ;

* Merge the two files and get their differences. ;
Data Datall (keep = diffO diffl-diff80) ;
merge data9 DatalO ;
array diff(80) diffl-diff80 ;
array rw2 (80) rw2 1-rw2 80 ;
array rw(80) rwl - rw80 ;
diffO=estl-est2 ;
do i=1 to 80 ;
diff(M))=rw(@@)-rw2_(1) ;
end;
run ;

Last, Figure 4.2.3 showsto apply Equation (2.1) to calculate the sample estimate and the
replicate estimates of the difference.

Figure 4.2.3: SAS Code for Estimating Variance of a Difference

data Datal2 (keep=diff0 var se) ;
set Datall end=eof ;
* Fill array with the replicate means ;
array diff{80} diffl-diff80 ;
* Fill array with the squared diffs. ;
array sdiffsg{80} sdiffsql-sdiffsq80 ;
do J =1 to 80 ;
sdiffsg{j} = (diff{j} - diffO)**2 ;
end ;
* Sum the squared diffs. ;
totdiff = sum(of sdiffsql-sdiffsg80) ;
var = (4/80) * totdiff ;
se = var**(0.5) ;
output ;
run ;

proc print data=Datal2 noobs ;
var diff0 se ;
format diff0 se commal5.2 ;
run ;

The SAS code of Figures4.2.1 -4.2.3 generates the output of Figure 4.2.4.
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Figure 4.2.4: SAS Output for Estimating Variance of a Difference

DiffO se
15,497 .43 10,419.88

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

The difference between the numberof Manhattan and the Bronx housing units in 2017 that are
renter-occupiedis 15,497, with an estimated standard error of 10,420.

In Example 4.2, we show how to estimate the variance of a difference. Next, in Example 4.3, we
will show how to estimate the variance of a mean. The variable of interest will be the average
gross rent of renter-occupied housing units.

Example 4.3. Estimating the Variance of a Mean

An estimated ratio from a survey, defined asR = Y /X, is a nonlinearstatistic of two estimated

totals ¥ and X. BRR is especially suited forjust this. To estimate the variance of a mean ¥ =
Y Y /N, we note that a mean isa special case of the ratio estimator. Users interested in
estimatingthe variance of a proportion, please referto Example 4.6 for more detail.

This example demonstrates how to estimate the variance of a mean. The specificstatistic of
interestisthe average gross rent for renter-occupied housing units inthe NYC for 2017. The
first step of calculating the variance of a mean withreplicationisto calculate the mean for each
replicate. Figure 4.3.1 shows how this can be done.

22



Figure 4.3.1: SAS Code for Estimating Variance of a Mean

* Subset the dataset to only renter occupied HUs
with valid gross rent. ;

data Datal3 ;
set HU17 ;
where uf26 ne "99999" and scl116 in ("27,%3%) ;
rent=input(uf26,8.) ;

run;

* This empty data set is produced for the merge later. ;
data Datal4d ;

length meanO-mean80 8. ;
run;

* Estimate the replicate estimates for 80 replicates

%macro repss(rep) ;
proc means data=Datal3 mean noprint ;
weight fw&rep. ;
var rent ;
output out=datal&rep. mean=mean&rep. ;
run;

data Datal4 ;

merge Datal4 datal&rep. ;
run ;
%mend repss ;

%macro doit;

%wdo 1=0 %to 80 ;
Y%repss(&i.) ;
%end ;

%mend doit ;

%doit ;

Finally, we apply Equation (2.1) to calculate the replicate variance. Figure 4.3.2 shows how this
can be done with SAS.
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Figure 4.3.2: SAS Code for Estimating Variance of a Mean

* Apply Step 3 to the replicate estimates and
estimate the variance. ;
data Datal5 (keep=meanO var se) ;
set Datal4 end=eof ;
* Fill array with the replicate means ;
array mean{80} meanl-mean80 ;
* Fill array with the squared diffs. ;
array sdiffsg{80} sdiffsql-sdiffsqg80;
do J =1 to 80 ;
sdiffsg{j} = (mean{j} - mean0)**2 ;
end;
* Sum the squared diffs. ;
totdiff = sum(of sdiffsql-sdiffsg80) ;
var = (4/80) * totdiff ;
se = var**(0.5) ;
output ;
run ;

proc print data=Datal5 noobs ;
var meanO se ;
format meanO se 8.2 ;

run ;

The SAS code of Figures4.3.1-4.3.2 generates the output of Figure 4.3.3.

Figure 4.3.3: SAS Output for Estimating Variance of a Mean

meanO se
1,693.54 10.58

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

The average gross rent for renter-occupied housing unitsin NYC for 2017 is $1,694 with a
standard error of S11.

Example 4.4. Estimating the Variance of a Median

This example demonstrates how to estimate the variance of a median. The specificstatisticof
interestisthe median gross rent for renter-occupied housing unitsin NYC for 2017.

Estimating the variance of a medianis generally the same as a mean inthat we need to
calculate the median for every replicate and then apply Equation (2.1). The firstand second
steps are to calculate the sample estimate and the replicate estimates of the median. The third
step isto apply Equation (2.1) to the sample estimate and replicate estimates. Figure 4.4.1
shows how this can be done with SAS.
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Since the domain of interestis same as previous example, we can use dataset Datal3 from
Example 4.3.

Figure 4.4.1: SAS Code for Estimating Variance of a Median

* This empty data set i1s produced Tor the merge later. ;
data Datal6 ;

length medO-med80 8. ;
run;

* Steps 1 & 2: Estimate the replicate estimates for replicates 0 to 80.
%macro repss(rep) ;
proc means data=Datal3 median noprint ;
weight fw&rep. ;
var rent ;
output out=datal&rep. median=med&rep. ;
run ;

data Datal6 ;
merge Datal6 datalé&rep. ;
run ;

%mend repss ;
%macro doit ;

%do 1=0 %to 80 ;
%repss(&i) ;
%end ;

%mend doit ;
%doit ;

* Apply Step 3 to the replicate estimates and estimate the variance. ;
data Datal7 (keep=medO var se) ;
set Datal6é end=eof ;
* Fill array with the replicate means ;
array med{80} medl-med80 ;
* Fill array with the squared diffs. ;
array sdiffsg{80} sdiffsql-sdiffsg80 ;
do j =1 to 80 ;
sdiffsg{j} = (med{j} - med0)**2 ;
end ;
* Sum the squared diffs. ;
totdiff = sum(of sdiffsql-sdiffsq80) ;
var = (4/80) * totdiff ;
se = var**(0.5) ;
output ;
run ;

proc print data=Datal7 noobs ;
var med0 se ;
run ;
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The SAS code of Figure 4.4.1 generates the output of Figure 4.4.2.

Figure 4.4.2: SAS Output for Estimating Variance of a Median

medO se

1450 7.48331

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

The estimated median gross rent for renter-occupied housing units in NYC for 2017 is $1,450
with a standard error of $7.

Example 4.5. Estimating the Variance of a Regression Parameter

Instead of using PROC SURVEY to correctly estimate the regression parameter estimatesand
theirvariances, this example shows how we can do it directly. We do this by calculating
parameter estimates for all replicate weights with PROC REG and the sample weights. This
produces the correct replicate estimates. Then we apply Step 3 and calculate the squared
differences between the estimates. Figure 4.5.1 shows how this can be done.

Figure 4.5.1: SAS Code for Estimating Variance of a Regression Parameter

data Datal8 ;
set HU17 ;
* Subset dataset to renter occupied units with valid rent. ;
where scll6 in ("27,"3") and uf26 not in ("99999%) ;
* Convert variables to numeric. ;
rent=input(uf26,8.) ;
yr_movein=input(uf66,8.) ;
run ;

* This empty data set is produced for the merge later. ;
data Datal9 ;

length parmestO-parmest80 8. ;
run ;

* Steps 1 & 2: Estimate the replicate estimates for replicates 0 to 80;
%macro repss(rep) ;
proc reg data=Datal8 noprint;
model rent = yr_movein ;
weight fw&rep. ;
ods output parameterEstimates = MyParmEst&rep. ;
run ;

data myparmesté&rep.a ;
set myparmest&rep. ;
rename estimate=parmest&rep. StdErr=seé&rep. ;
drop model dependent df tvalue probt ;
if _n_=2 then output ;
run ;

data Datal9 ;
merge Datal9 myparmesté&rep.a ;
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Figure 4.5.1: SAS Code for Estimating Variance of a Regression Parameter

run ;

%mend repss ;
%macro doit ;

%wdo 1=0 %to 80 ;
Y%repss(&i.) ;
%end ;

%mend doit ;
%doit ;

* Apply Step 3 to the replicate estimates and estimate the variance. ;
data data20 (keep=parmestO var se) ;
set Datal9 end=eof ;
* Fill array with the replicate means ;
array parmest{80} parmestl-parmest80 ;
* Fill array with the squared diffs. ;
array sdiffsg{80} sdiffsql-sdiffsq80 ;
do j =1 to 80 ;
sdiffsg{j} = (parmest{j} - parmest0)**2 ;
end ;
* Sum the squared diffs. ;
totdiff = sum(of sdiffsgl-sdiffsg80) ;
var = (4/80) * totdiff ;
se = var**(0.5) ;
output ;
run;

proc print data=data20 noobs ;
var parmestO se;
format parmestO0 se comma8.4 ;
run ;

The SAS code of Figure 4.5.1 generates the output of Figure 4.5.2.

Figure 4.5.2: SAS Output for Estimating Variance of a Regression Parameters

parmestO se
28.7885 0.8122

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

The standard error for the regression estimatorin Figure 4.5.2 is the same as estimate of
Example 3.3.

Example 4.6. Estimating the Variance of a Longitudinal Change
Both this example and the next consider statistics that measure longitudinal change. This

example will consider a statisticthat measures the change of a rate betweentwo cycles of the
estimates. Example 4.7 will consideran estimate of percent of change that is calculated at the
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HU level. We present these two longitudinal statistics as examples thinking these calculations
are the most likely of calculations that data users would be interestedin.

In this example, we show how to estimate the variance of a difference in proportion.
Specifically, we are interested in the estimated vacancy rate or p, = X; /N, * 100. Where X, is
the estimator of the total number of vacant HUs at time t, and N, is the estimator of the total
number of HUs at time t.

Further, we’re reallyinterested inthe difference in the vacancy rate between 2017 and 2014.
So the statistic of interestis:

A~

~ Xt=2017 Xt=2014-
Aienory = =227 4 100 — 222222 4 100
t=2017 Nt=2014-

To estimate the variance of ﬁt with replicate weights, we first calculate all the pieces of the
A¢—5017 for each of the 80 replicates, making 80 replicate estimates of A;_,¢;7, repeat those
stepsfor 2014, and then we apply Equation (2.1). Figure 4.6.1 shows how we do this with SAS.

Figure 4.6.1: SAS Code for Estimating Variance of a Longitudinal Change

*Define Vacant and Occupied HUs. ;
data templ ;
set HU14 ;
if recid="1" then type="1"; * Occupied HUs;
else if recid="3" then type="2"; * X-hat 2014* vacant HUs ;
* Type 1 & 2 makes total number HUs, N-hat ;
run;

data temp2 ;
set HU17 ;
if recid="1" then type="1" ; * Occupied HUs ;
else if recid="3” then type="2" ; * X-hat 2017* vacant HUs ;
* Type 1 & 2 makes total number HUs, N-hat;
run;

* This empty data set is produced for the merge later. ;
data data2l ;

length diffO-diff80 8. ;
run ;

* Estimate the replicate estimates for replicates 0-80.
%macro repssss(rep) ;
* Get denominator N-hat 2014. ;
proc means data= templ noprint ;
where type in ("2°,°1%) ;
var fwérep.;
output out=denldrep&rep. sum=denldrep&rep. ;
run ;
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Figure 4.6.1: SAS Code for Estimating Variance of a Longitudinal Change

* Get numerator X-hat 2014.
proc means data= templ noprint ;
where type in ("2°) ;

var fwérep.;
output out=numl4rep&rep. sum=numl4rep&rep. ;
run ;

* Get denominator N-hat 2017. ;
proc means data= temp2 noprint ;

where type in ("2°,°1%) ;

var fw&rep. ;

output out=denl7rep&rep. sum=denl7rep&rep. ;
run ;

* Get numerator X-hat 2017. ;
proc means data= temp2 noprint ;

where type in ("2°) ;

var fwérep.;

output out=numl7rep&rep. sum=numl7rep&rep.;
run ;

* Merge the replicate estimates of each year, and get difference
in vacancy rate by replicate.
data datamrep&rep. ;
merge numl7rep&rep. numldrep&rep. denl7rep&rep. denldrepé&rep. ;
diff&rep. = (numl7rep&rep./denl7rep&rep.)*100 -
(numl4rep&rep./denldrep&rep.)*100 ;
keep diff&rep.;
run ;

data data2l ;
merge data2l datamrep&rep. ;
run ;

%mend repssss ;

%macro doit ;

%do 1=0 %to 80 ;
Y%repssss(&i.) ;
%end ;

%mend doit ;
%doit ;

* Apply Step 3 to the replicate estimates and estimate the variance. ;
data data22 (keep=diff0 var se) ;
set data2l end=eof ;
* Fill array with the replicate means. ;
array diff{80} diffl-diff80 ;
* Fill array with the squared diffs. ;
array sdiffsg{80} sdiffsql-sdiffsq80 ;
do j =1 to 80 ;
sdiffsq{j} = (diff{j} - diffO)**2 ;
end ;
* Sum the squared diffs. ;
totdiff = sum(of sdiffsql-sdiffsg80) ;
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Figure 4.6.1: SAS Code for Estimating Variance of a Longitudinal Change

var = (4/80) * totdifT ;
se = (var)**(0.5) ;
output ;

run ;

proc print data=data22 noobs ;
var diffO se ;
format diffO se 8.4 ;

run ;

The SAS code of Figure 4.6.1 produces the outputin Figure 4.6.2.

Figure 4.6.2: SAS Output for Estimating Variance of a Longitudinal Change

di FFO se
2.2402 0.2588

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Thus, the total vacancy rate in NYC for 2017 has increased 2.2 percent from 2014 with a
standard error of 0.3 percent.

Example 4.7. Estimating the Variance of a Percent Change in Two Cycles of NYCHVS

There are many different statistics that measure the change betweentwo cycles of NYCHVS.
Differences, percent change, and ratios can be used to measure how much a given statistic
changed from one cycle of NYCHVS to another. This example considersthe housing

characteristic of the median gross rent and how it can change overtime. Both the rate of
change and resultingvariance are demonstrated.

The statistic of interestisthe percentchange inthe median gross rent from 2014 to 2017. Let
M, the estimator of the median gross rent at time t. The statistic of interestis

~

M, —

~ t t—-1

%A, = ———1
t—1

To estimate the variance of (A%):, we use the 2014 replicate weightsand calculate 80 replicate
estimates of l\7[t=2014 and similarly use the 2017 replicate weights and calculate 80 replicate
estimates of Mi—,0;7. Next, we merge the replicate estimates of M=,014 and M=,017 by
replicate and calculate 80 replicate estimates of (A%):. The final stepis to apply Equation (2.1)
to the replicate estimates of (A%):.

Figure 4.7.1 shows how this can be done with SAS.
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Figure 4.7.1: SAS Code for Estimating Variance of a Rate of Change

* Subset to renter-occupied units with valid rent.
Data D2014;
set HU14;
where scll6 in ("27,"3") and uf26 not in (°99999%) ;
* Convert rent to numeric variable. ;
rentl4=input(uf26,8.);
run;

Data D2017 ;
set HU17 ;
where scll16 in ("27,"3") and uf26 not in (°99999%) ;
rentl7=input(uf26,8.) ;

run;

* This empty data set is produced for the merge later.
data data23 ;

length diffO-diff80 8. ;
run ;

* Steps 1 & 2: Estimate the replicate estimates for replicates 0-80. ;
%macro repssss(rep) ;
* Estimate theta for each year.
proc means data= d2014 median noprint ;
weight fw&rep. ;
var rentl4d ;
output out=datamldrep&rep. median=medianldrep&rep. ;
run ;

proc means data= d2017 median noprint ;

weight fw&rep. ;

var rentl7 ;

output out=dataml7rep&rep. median=medianl7rep&rep. ;
run ;

* Merge the replicate estimates of each year by replicate. ;

data datamrep&rep. ;
merge dataml7rep&rep. datamldrepé&rep. ;
diff&rep. = (medianl7rep&rep.-medianldrep&rep. )/medianldrepé&rep.;
keep diff&rep. ;

run ;

data data23 ;
merge data23 datamrep&rep.;
run ;

%mend repssss ;

%macro doit ;

%do i=0 %to 80 ;
%repssss(&i.) ;
%end ;

%mend doit ;
%doit ;
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Figure 4.7.1: SAS Code for Estimating Variance of a Rate of Change
* Apply Step 3 to the replicate estimates and estimate the variance.
data data24 (keep=diff0 var se) ;
set data23 end=eof ;
* Fill array with the replicate means. ;
array diff{80} diffl-diff80 ;
* Fill array with the squared diffs. ;
array sdiffsq{80} sdiffsql-sdiffsg80 ;
do j =1 to 80 ;
sdiffsg{j} = (diff{j} - diffO)**2 ;
end ;
* Sum the squared diffs. ;
totdiff = sum(of sdiffsql-sdiffsg80) ;
var = (4/80) * totdiff ;
se = (var)**(0.5) ;
output ;
run ;

proc print data=data24 noobs ;
var diffO se ;
format diff0 se 8.4 ;

run ;

The SAS code of Figure 4.7.1 produces the outputin Figure 4.7.2.

Figure 4.7.2: SAS Output for Estimating Variance of a Rate of Change

diffo se
0.0943 0.0074

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

So the mediangross rentin NYC for 2017 has increased 9.4 percent from 2014, with a standard
error of 0. 7 percent.
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5. Examples of Calculating Variances with Stata

In addition to SAS, data users can also use Stata to calculate variances for NYCHVS. Similarto
how Section 4 is structured, we review the same examples using the Stata software.

Overall, Stata produces the exact same estimates and, for the most part, close approximations
to standard errors as the SAS and by-hand methods.

Example 5.1. Estimating the Variance of a Total

When reading NYCHVS PUFs into Stata, first download and save these data files as txt files.
Then download the STATA import program (textfile #2 mentionedin page 7) provided on the
CensusBureau’s NYCHVS website at: https://www.census.gov/programs-
surveys/nychvs/data/datasets.html, update the input-related itemsin the code (highlightedin
yellowin Figure 5.1.1). Run the part of the code for Occupied Records, and/or Person Records,
and/or Vacant Records, thenlocal Stata datasets will be created. Figure 5.1.1 shows the top
part of the code for reading in Occupied HUs data file (textfile #3). For generatingStata
datasets for Person Records or Vacant Records (textfile #4 and #5 respectively), just follow the
same steps for Occupied Records.

Figure 5.1.1: Stata Code (Partial) for Reading in the Public Use Files

*2017 NYCHVS Stata IMPORT PRORGRAM
cd "LOCATION OF TEXT FILES™

*OCCUPIED DATA FILE

clear
infix ///
recid 1 ///

***SEE THE REST OF THE STATA CODE IN STATA IMPORT PROGRAM FOUND IN THE CENSUS BUREAU’S NYCHVS
WEBSITE MENTIONED ABOVE***

For housing units estimates, users need to download both Occupied and Vacant Records (text
files #3 and #5), and then combine both files. In our examples, we saved the occupied record

file as nychvs_17_occ, and savedthe vacant record file as nychvs_17 vac, and their combined
file as HU17, which will be usedin the Stata examples. Figure 5.1.2 shows the Stata code for

appendingthe Occupied Records after saving the Vacant Records.

Figure 5.1.2: Stata Code for Append Two Files Together for Housing Unit Estimates

* append Occupied Records with Vacant Records

Append using “nychvs_17 occ.dta”
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Save “HU17.dta”, replace

Since the final weights and replicate weights have five implied decimal places, users need to
convert them. Figure 5.1.3 shows the Stata code on how to convert the weights to numeric.

Figure 5.1.3: Stata Code for Converting Weights with Implied Decimal Places

* Dividing weights by 100,000
Replace fw=Fw/10000

foreach x of var fwl-fuw80 {
replace “x" = “x" / 100000
3

For generating Stata datasets for 2014 or 2011 NYCHVS PUFs, go to the same website
mentionedinthe previous page, click the “2014” or “2011” tab, and repeatthe same stepsin
Figure 5.1.1 through Figure 5.1.3 as for 2017. The 2014 dataset is saved as HU14, and will be
usedin later examples.

Afterlocal Stata datasets are created, run the code in Figure 5.1.4 before runningany example
analysis at the householdlevel.

Figure 5.1.4: Reading in the Data File into Stata and Setting Survey Design Parameters

cd "DIRECTORY PATH OF NYCHVS DATA™"

* First, household level data:
use "HUl7.dta", clear

* Setting survey design parameters:
svyset[pweight=fw], vce(sdr) sdrweight(fwl-fw80) fay(.5)mse

In this example, we estimate the total occupied housing unitsin NYC and use the replicate
weights to calculate the variance. This isdone by firstidentifyingthe domain of interestand
then runningthe total and variance calculation by usingthe Stata code inFigure 5.1.5. The
resulting output is providedin Figure 5.1.6.

Note that both vce(brr) and vce(sdr) options generate the same estimate and standard
errors. The only difference between those two optionsis the firstone uses t-distribution and
the second uses a z-distribution, thus, theirCls are slightly different. NYCHVS uses SDR, so
users should use vce (sdr) option. For a more detailed explanation of z-distribution and t-
distribution, please referto Section 7 on page 54.
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In Figure 5.1.5, we used the subpop instead of the 1T option. Either would produce the same
variance estimates—see also “Cautions about Domain Analysis Don’t Apply” in Section 2.
Figure 5.1.5: Stata Code for Estimating Variance of a Total

* Generate occupied housing unit dummy var:
gen occ_fTinal = (recid == 1)

* Now estimating total:
svy, subpop(occ _final): total occ final

The Stata code of Figure 5.1.5 generatesthe output of Figure 5.1.6.

Figure 5.1.6: Stata Output for Estimating Variance of a Total

Survey: Total estimation Number of obs = 15,135
Population size = 3,469,240
Subpop. no. obs = 13,266
Subpop. size = 3,109,955
Replications = 80

| SDR *
| Total Std. Err. [95% Conf. Intervall]
S,
occ_Final | 3109955 8626.835 3093046 3126863

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

From Figure 5.1.6, the estimate of total occupied housing unitsin NYCis 3,109,955 withan
estimated standard error of 8,627. The estimatesfrom Stata are the same as the estimates
produced by SAS in Example 4.1. However, the standard error isslightly different before
rounding. Unlike SAS, the [svy] sdr command in Stata displaysthe 95 percentconfidence
intervals by default—for more information on the confidence intervals, see Section 7.

Example 5.2. Estimating the Variance of a Difference

In this example, we are interested in calculating the difference betweenthe number of rent
stabilized unitsin Manhattan and the number of rent stabilized unitsinthe Bronx for 2017.

First, we define the domains of interestindividually and then define the difference. Afterwe do

this, we are able to calculate the variance using the replicate weightsin the Stata code defined
in Figure5.2.1.
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Figure 5.2.1: Stata Code for Estimating Variance of a Difference

* Bronx:
gen rent_bronx = ((uf_csr == 30 | uf_csr == 31) & (boro == 1))

* Manhattan:
gen rent_man = ((uf_csr == 30 | uf_csr == 31) & boro == 3)

* Creating difference between these:
gen stable diff = rent_man - rent _bronx

* Create proper subdomain:
gen rent boro = (((uf csr == 30 | uf csr == 31) & boro == 3) | ((uf_csr
== 30 | uf_csr == 31) & (boro == 1)))

* Now estimating differences between these:
svy, subpop(rent_boro): total stable diff

The Stata code of Figure 5.2.1 generatesthe output of Figure 5.2.2.

Figure 5.2.2: Stata Output for Estimating Variance of a Difference

Survey: Total estimation Number of obs = 15,135
Population size = 3,469,240
Subpop. no. obs = 2,010
Subpop. size = 482,501.87
Replications = 80
| SDR *
| Total Std. Err. [95% Conf. Interval]
e
stable diff | 15497 .43 10419.88 -4925.149 35920.02

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

From Figure 5.2.2, we can see the estimated difference of rent stabilized units in Manhattan
and the Bronx is 15,497 and the standard erroris 10,420. These results are the same as
produced with SAS — see Example 4.2.

Example 5.3. Estimating the Variance of a Mean
For this example, we are estimating the average gross rent for renter-occupied housing unitsin
NYC for 2017 and itsvariance. This can be easily done in Stata by first identifyingthe domains

of interestand using the Stata code to calculate the variance usingthe replicate weights. The
Stata code is providedin Figure 5.3.1.
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Figure 5.3.1: Stata Code for Estimating Variance of a Mean

* Need proper subdomain var: Renters only - note STATA automatically
removes missing values from analysis

gen renters = (scll6 == 2 | scll6 == 3)

gen gross_rent = uf26
replace gross rent = . if uf26 == 99999

* Now estimating mean:
svy, subpop(renters): mean gross_rent

The Stata code of Figure 5.3.1 generates the output of Figure 5.3.2.

Figure 5.3.2: Stata Output for Estimating Variance of a Mean

Survey: Mean estimation Number of obs = 14,858
Population size = 3,404,017
Subpop. no. obs = 8,902
Subpop. size = 2,038,651
Replications = 80
| SDR *
| Mean Std. Err. [95% Conf. Interval]
e
gross rent | 1693.539 10.58051 1672 .801 1714 .276

Source: U.S. Census Bureau, 2017, New York City Housing and Vacancy Survey.

From Figure 5.3.2, we can see that the average NYC gross rent calculated using Stata is $1,694
and the correspondingstandard error is $11, and again, the same as produced with SAS —see
Examples 3.1 and 4.3.

Example 5.4. Estimating the Variance of a Median

In working with Stata on calculating the variance of a median, usersfirst need to download a
program, epcti le written by Kolenikov (2019). Dependingon one’s Stata settings and
internet permissions, epcti le can be installed usingthe code providedin Figure 5.4.1.

Figure 5.4.1: Stata Code for Installing epctile Program

net describe epctile, from(http://staskolenikov.net/stata)
net install epctile
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Using epcti le, we are able to calculate the median gross rent and its standard error for
renter-occupied housing unitsin NYC for 2017. Figure 5.4.2 showsthe Stata code for
calculating variance of a median, the domain of interestis the same as the previous example
and the code for the domain identification can be found in Example 5.3.

Figure 5.4.2: Stata Code for Estimating Variance of a Median

* Median Value:
Svy, subpop(renters): epctile gross rent, p(50)
return list

The Stata code of Figure 5.4.2 generatesthe output of Figure 5.4.3.

Figure 5.4.3: Stata Output for Estimating Variance of a Median

SDR results Number of obs = 15,135
Population size = 3,469,240

Subpop. no. of obs = 9,179

Subpop. size = 2,103,873

Replications = 80

| SDR *
gross_rent | Coef. Std. Err. z P>|z]| [95% Conf. Interval]
_____________ S
p50 | 1450 7.483315 193.76 0.000 1435.34 1464 .66

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.
The estimate for median gross rent for renter-occupied housingunitsin NYC is $1,450, with
standard error of $S7. The results are the same as produced by SAS — see Example 4.4.
Example 5.5. Estimating the Variance of a Regression Parameter

For this example, we are interested in modelingthe 2017 gross rent of renter-occupied housing
units using the year the householder moved into the housing unit.

In Stata, we first need to convert strings to numeric values and then provide the Stata code to
create a linearregression model usingthe replicate weights. The code is providedin Figure

5.5.1.

Figure 5.5.1: Stata Code for Estimating Variance of a Regression Parameter

* Linear regression model:
svy, subpop(renters): reg gross_rent uf66
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The Stata code of Figure 5.5.1 generatesthe output of Figure 5.5.2.

Figure 5.5.2: Stata Output for Estimating Variance of a Regression Parameter

Survey: Linear regression Number of obs = 14,858
Population size = 3,404,017
Subpop. no. obs = 8,902
Subpop. size = 2,038,651
Replications = 80
Wald chi2(1) = 1256.30
Prob > chi2 = 0.0000
R-squared = 0.1026
| SDR *
gross rent | Coef. Std. Err. z P>1z] [95% Conf. Intervall]
s S,
uf66 | 28.78853 .8122175 35.44  0.000 27 .19662 30.38045
_cons | -56053.71 1625.767 -34.48 0.000 -59240.16 -52867.27

Source: U.S. Census Bureau, 2017, New York City Housing and Vacancy Survey.

From Figure 5.5.2, we can see that the calculated regression parameteris 28.79 and the
standard erroris 0.81. The estimatesare the same produced by SAS — see Examples 3.3 and
4.5.

Example 5.6. Estimating the Variance of a Longitudinal Change

Both this example and the next consider statistics that measure longitudinal change. This
example will consider a statisticthat measuresthe change of a rate betweentwo cycles of the
estimates. Example 5.7 will consideran estimate of percent of change that is calculated at the
HU level. We presentthese two longitudinal statistics as examples thinking these calculations
are the most likely types of calculations that data users would be interestedin.

In this example, we show how to estimate the variance of a difference in proportion.
Specifically, we are interested in the estimated the vacancy rate or p, = X, /N, * 100. Where
X, is the estimator of the total number of vacant HUs at time t, and N, is the estimator of the
total number of HUs at time t.

Further, we are reallyinterestedinthe difference inthe vacancy rate between 2017 and 2014.
So the statistic of interestis:

~ )?t=2017 )?t=2014
Aierory = =227 4 100 — 222292 4 100
t=2017 Nt=2014-

To estimate the variance of ﬁt with replicate weights, we first calculate all the pieces of the
ﬁt=2017 for each of the 80 replicates, making 80 replicate estimates ofﬁt=2017, repeat those
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stepsfor 2014, and then we apply Equation (2.1). Figure 5.6.1 shows how we do this with
Stata.

Figure 5.6.1: Stata Code for Estimating Variance of a Longitudinal Change

* Read in 2017 data:
use "HUl7.dta", clear

* Generate vacancy variable:
gen vac = (recid == 3 )

* Calculating 2017 totals:
quietly summarize fw if vac ==
scalar vac _estl7 = r(sum)

quietly summarize fw
scalar tot_estl7 = r(sum)

scalar estl7 = (vac_estl7 / tot estl7) * 100

* Creating matrix that stores 2017 estimates:
matrix all_ests 17 = (estl7)

* Now going through replicates:
foreach x of var fwl-fuw80 {

quietly summarize “x" if vac ==
scalar vac estl7 i = r(sum)

quietly summarize ~x*
scalar tot_estl7_i = r(sum)

* 1 _th replicate estimate for 2017 portion:
scalar estl7 i = (vac _estl7 i / tot estl7 1) * 100

* Adding to matrix that stores 2017 estimates:
matrix all _ests 17 = (all_ests 17 \ estl7 1)

}

* Now reading in 2014 data:
use "HUl4.dta", clear

* Generate vacancy variable:
gen vac = (recid == 3)

* Calculating 2014 totals:

quietly summarize fw if vac == 1
scalar vac_estl14 = r(sum)

quietly summarize fw
scalar tot_estl4 = r(sum)

scalar estl4 = (vac _estl4 / tot estl4) * 100

* Creating matrix that stores 2014 estimates:
matrix all ests 14 = (estl4)
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Figure 5.6.1: Stata Code for Estimating Variance of a Longitudinal Change

* Now going through replicates:
foreach x of var fwl-fw80 {

quietly summarize “x" if vac == 1
scalar vac_estl4_i = r(sum)

quietly summarize ~x-
scalar tot _estl4 i = r(sum)

* 1_th replicate estimate for 2014 portion:
scalar estl4 i = (vac estl4 i / tot estl4 1) * 100

* Adding to matrix that stores 2014 estimates:
matrix all _ests 14 = (all_ests 14 \ estl4 i)
}

* Matrix will point estimates for the sample estimate and all replicates:
matrix diffs = all _ests 17 - all _ests 14

* Now getting squared differences for variance estimation:
scalar var = 0
quietly forvalues 1 = 2/81 {

scalar sq pt est diffs = (diffs["1",1] - diffs[1,1]PD"2
scalar var = var + sq _pt_est _diffs

}

scalar var = (4/80) * var
scalar se est = (var)~(0.5)

The Stata code of Figure 5.6.1 generatesthe output of Figure 5.6.2.

Figure 5.6.2: Stata Output for Estimating Variance of a Longitudinal Change

. * Final Point Estimate:
. display diffs[1,1]
2.2402014

. * Final Estimated Standard Error:
. display se est
.25878038

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

So, the change in the vacancy rate from 2014 to 2017 is 2.2 percentwith a standard error of 0.3
percent.
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Example 5.7. Estimating the Variance of a Percent Change in Two Cycles of NYCHVS

There are many different statistics that measure the change between two cycles of NYCHVS.
Differences, percent change, and ratios can be used to measure how much a given statistic
changed from one cycle of NYCHVS to another. This example considers the housing
characteristic of the median gross rent and how it can change overtime. Both the rate of
change and resultingvariance are demonstrated.

The statistic of interestisthe percentchange inthe median gross rent from 2014 to 2017. Let
M, be the estimator of the median gross rent at time t. The statistic of interestis

To estimate the variance of (A%):, we use the 2017 replicate weightsand store 80 replicate
estimates of M;—,0;7 withina matrix, and similarly use the 2014 replicate weights to store 80
replicate estimates of M—,14 in another matrix. Next, we take the difference of these two
matrices My=5017 and M=,014 by replicate and then divide each matrix entry by Mi_,¢,4 to get
our 80 replicate estimates of (A%):. The final step isto apply Equation (2.1) to the replicate
estimates of (A%):.

Figure 5.7.1 shows how this can be done with Stata.

Figure 5.7.1: Stata Code for Estimating Variance of a Rate of Change
* Read in 2017 data:
use " HUl17 .dta', clear

* Generating needed variables - renters and gross rent:
gen renters = (scll16 == 2 | scll6 == 3) & uf26 1= 99999
gen gross_rent = uf26

* Calculating 2017 median gross rent:
quietly summarize gross_rent [w=fw] if renters == 1, detail
scalar rentl7 = r(p50)

* Matrix to store 2017 estimates:
matrix rent ests 17 = (rentl?7)

* Now looping through all repweights for 2017:
foreach x of var fwl-fw80 {

quietly summarize gross rent [w="x"] if renters == 1, detail
scalar rentl7_ith = r(p50)

* Adding to matrix that stores 2017 estimates:
matrix rent ests 17 = (rent ests 17 \ rentl7_ith)
}
* Now to 2014 data:
use ""HUl4.dta", clear
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Figure 5.7.1: Stata Code for Estimating Variance of a Rate of Change

* Generating needed variables - renters and gross rent:
gen renters = (scll6 == 2 | scll16 == 3) & uf26 1= 99999
gen gross_rent = uf26

* Calculating 2014 median gross rent:
quietly summarize gross rent [w=fw] if renters == 1, detail
scalar rentld4 = r(p50)

* Creating matrix that stores 2014 estimates:
matrix rent_ests_14 = (rentl4)

* Now looping through all repweights for 2014:
foreach x of var fwl-fw80 {

quietly summarize gross rent [w="x"] if renters == 1, detail
scalar rentl4 ith = r(p50)

* Adding to matrix that stores 2014 estimates:
matrix rent_ests_14 = (rent_ests_14 \ rentl4_ith)

}

* Final Matrix - for now storing the numerator of the estimate for
sample and all replicates:
matrix med_rent increase = (rent_ests 17 - rent ests_14)

forvalues 1 = 1/81 {

* Converting entries in final matrix to hold final estiamtes for
Ffull sample and all replicates:

matrix med rent increase[ i",1] = med_rent_increase [i",1] /
rent_ests _14[i",1]

}

* Now getting squared differences for variance estimation:
scalar var = 0
quietly forvalues i1 = 2/81 {

scalar sq pt est med_increase = (med_rent_increase[ i",1] -
med rent increase[l,1])"2

scalar var = var + sg_pt_est_med_increase
}

scalar var = (4/80) * var
scalar se_est med_rent = (var)”(0.5)

* Final Point Estimate:
display med_rent_increase[1,1]

* Final Estimated Standard Error:
display se est med rent

The Stata code of Figure 5.7.1 generatesthe output of Figure 5.7.2.
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Figure 5.7.2: Stata Output for Estimating Variance of a Rate of Change

* Final Point Estimate:

. display med_rent_increase[1,1]
.09433962

* Final Estimated Standard Error:
. display se_est med rent
.00739298

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Therefore, the median gross rent for NYCin 2017 has increased 9.4 percentfrom 2014, with a
standard error of 0.7 percent.



6. Examples of Calculating Variances with R

R isanother statistical package that can calculate variances using replicate weights for the
NYCHVS. This section isstructured similarto Sections 3, 4 and 5 and uses the same examples
for calculating variances of a total, difference, mean, median, regression parameter,
longitudinal change, and percent change.

Overall, users can use R to produce the exact same estimatesas produced by SAS and Stata;
however, the standard errors generated by R are generallyslightly different. We know that
differences of the standard errors in Examples 6.1-6.3 are due to R usingthe mean of the
replicates as 90 in Equation (2.1) instead of usingthe estimate derived from the final weight.
See also “Use of Replicate Estimatesin Variance Calculations” in Section 2 for more about
defining 8, in Equation (2.1).

Example 6.1. Estimating the Variance of a Total

Although the NYCHVS PUFs are ACSlItext files, there are no column/variable names on these
files, and data users still need to use the SAS Import Program (text file #1 mentionedin Section
2, Page 7 providedinthe CensusBureau’s NYCHVS website at
https://www.census.gov/data/datasets/2017/demo/nychvs/microdata.html toread in the
NYCHVS PUFs into SAS (please see Pages 7 and 8 for instructions on how to read PUFs into SAS).
Once in SAS, data users need to run the code in Figure 2.1.1, Figure 2.1.2, Figure 2.1.3, and
Figure 2.1.4, which generate the datasets HU17 and HU14. Then, userscan export the data sets
from SAS to CSV format in order to read thefileintoR. In SAS, run the code in Figure 6.1.1 to
convert the SAS datasets HU17 and HU14 to an R/ CSV dataset.

Figure 6.1.1: SAS Code to Output Files into R Readable Format

* Exporting NYCHVS datasets to R;

proc export data = HU17 dbms = csv outfile="PATH \ TO \ NEW R
DATASET\new_dataset name.csv' replace;
run;

proc export data = HU14 dbms = csv outfile="PATH \ TO \ NEW R
DATASET\new_dataset name2.csv" replace;
run;

Once data usersare inR, someinitial code needsto runin order to set things up for the rest of
Section 6. Thisincludesensuringthe proper R Packages are installed. Ourexamples use the
“survey” and “spatstat” packages. The initial stepsinFigure 6.1.2. show how to install
the survey packagesin R.
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Figure 6.1.2: R Code to Install Survey Package and Read in Data File

# Install survey package with install.packages(““survey’) and
instal l.packages(‘“‘spatstat™) if not already # installed.
library(survey)

library(spatstat)

# Changing to relevant directory:
setwd("'PATH TO NYCHVS DATA™)

# Reading in HU dataset:

hu <- read.csv('NAME OF HU-LEVEL NYCHVS IN CSV FORMAT.csv', header=TRUE)

Also, prior to running any of the examplesin Section 6, ensure that the followingcode is

used

to set up the domains foundin the examples. See Figure 6.1.3 for the code to use for domain

definitions.

Figure 6.1.3: R Code for Domain Definitions

## Total Example:
# Occupied housing units:
hu$occ_final = ifelse(hu$recid == 1, 1, 0)

## Difference Example:
# Renter occupied the Bronx:

== 1)), 1, 0)

# Renter Occupied Manhattan:
hu$rent man = ifelse((hu$uf_csr == 30 | hu$uf_csr == 31) & (hu$boro
3), 1, 0)

# Difference between Renters in Manhattan and the Bronx:
hu$stable_diff = hu$rent_man - hu$rent_bronx

# Proper subdomain for differences:

hu$rent boro = ifelse((
((hu$uf_csr = 30 | hu$uf_csr = 31) & (hu$boro = 3)) |
((hu$uf_csr = 30 | hu$uf _csr = 31) & (hu$boro = 1))), 1, 0)

## Mean / Median Example:

# Subdomain: Renters only with non-missing rent values

hu$renters = ifelse(((hu$scll16 == 2 | hu$scll6 == 3) & husuf26 1=
99999), 1, 0)

# Gross Rent:
hu$gross rent <- hu$uf26
hu$gross_rent[hu$uf26 == 999991 <- NA

## 0Odds Ratio Example:

# Binary variable for three or more deficiencies:

husdefect = ifelse((hu$rec53 == 4 | hu$rec53 == 5 | hu$rec53 == 6 |
hu$rec53 == 7 | hu$rec53 == 8), 1, 0)

# Need binaries for time demarcation:

hu$rent _bronx = ifelse(((hu$uf_csr == 30 | hu$uf_csr == 31) & (hus$boro
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Figure 6.1.3: R Code for Domain Definitions
hu$time_stable <- 1Telse(hufuf _csr == 30, 0, NA)
hu$time_stable[hu$uf _csr == 31] <- 1

## First Longitudinal Example:
# Adding vacancy dummy:
hu$vac <- ifelse((hu$recid == 3 ), 1, 0)

# Setting survey design parameters:
## Note: make sure column numbers align with your datasets variables /
repweights /7 final weight locations:
hu design <- svrepdesign(variables=hu[,c(1:946, 1028:1257)],
repweights=huf[ ,947:1026],
weights=hu[, 10277, combined.weights=TRUE,
type = "other", scale = 4/80, rscales = 1)

For our example of estimating the variance of a total, we will estimate the total occupied
housingunits in NYC and use the replicate weights to calculate the variance. Use theR code in
Figure 6.1.4 in order to do this calculation.

Figure 6.1.4: R Code for Estimating Variance of a Total

# Now estimating total:
occ_hus <- subset(hu_design, occ_final == 1)
svytotal (~occ_final, design = occ_hus)

The R code providedin Figure 6.1.4 produces the following outputinR shown in Figure 6.1.5.

Figure 6.1.5: R Output for Estimating Variance of a Total

total SE
occ_final 3,109,955 8,611.5

Source: U.S. Census Bureau, 2017, New York City Housing and Vacancy Survey.

From the output in Figure 6.1.5, we see that the estimated total occupied housingunits in NYC
is 3,109,955 and its standard error is 8,612.

Example 6.2. Estimating the Variance of a Difference

In this example, we are interested in calculating the difference betweenthe number of rent
stabilized unitsin Manhattan and the number of rent stabilized unitsinthe Bronx for 2017.

The R code providedin Figure 6.2.1 can be used to calculate the estimated difference andits
variance calculation.
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Figure 6.2.1: R Code for Estimating Variance of a Difference

rent boros <- subset(hu design, rent boro == 1)
svytotal (~stable_diff, design = rent_boros)

The output from the code in Figure 6.2.1 is providedin Figure 6.2.1.

Figure 6.2.2: R Output for Estimating Variance of a Difference

total SE
stable diff 15,497 10,253

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

From the R output, we can see that the estimated difference between rent stabilized unitsin
Manhattan versus the rent stabilized unitsin the Bronx is 15,497 and the standard error is
10,253.

Example 6.3. Estimating the Variance of a Mean

This example calculates the variance of a mean for gross rent. We are interestedinthe average
gross rent for renter-occupied housing units in NYC for 2017.

The R code to make the point estimate and variance estimate for this is providedin Figure
6.3.1.

Figure 6.3.1: R Code for Estimating Variance of a Mean

svymean(~gross_rent, design = renter_hus)

The R output from usingthe code in 6.3.1 is providedin Figure 6.3.2.

Figure 6.3.2: R Output for Estimating Variance of a Mean

mean SE
gross_rent 1,693.5 10.562

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

The estimated average gross rent for renter-occupied housing unitsin NYC for 2017 is $1,694
with a standard error of $11.
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Example 6.4. Estimating the Variance of a Median

We will use R to compute the median gross rent for renter-occupied housing units in NYC for
2017.

Figure 6.4.1: R Code for Estimating Variance of a Median

renter hus <- subset(hu _design, renters == 1)
svyquantile(~gross_rent, design = renter_hus, quantiles=c(.5))

The R output from usingthe code in Figure 6.4.1 is providedin Figure 6.4.2.

Figure 6.4.2: R Output for Estimating Variance of a Median

Statistic:

gross rent

0.5 1,450
SE:

gross rent

g0.5 8.794271

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.
The estimated median gross rent for NYC in 2017 is $1,450, with a standard error of $9.
Example 6.5. Estimating the Variance of Regression Parameter

For this example, we are interested in modeling the 2017 gross rent of renter-occupied housing
units using the year the householder movesinto the housing unit.

In R, we use the svygm command to create a linearregression model using the replicate
weights. The R code is providedin Figure 6.5.1.

Figure 6.5.1: R Code for Estimating Variance of a Regression Parameter

lin_ex <- svyglm(gross_rent~uf66, design = renter_hus)
summary(lin_ex)

Figure 6.5.1 generatesthe outputin Figure 6.5.2.
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Figure 6.5.2: R Output for Estimating Variance of a Regression Parameter

Call:
svygIm(formula = gross_rent ~ uf66, design = renter_hus)

Survey design:

subset(hu_design, renters == 1)
Coefficients:

Estimate Std. Error t value PrcItDh
(Intercept) -5.605e+04 1.619e+03 -34.63 <2e-16 ***
UF66 2.879e+01 8.086e-01 35.60 <2e-16 ***

Signif. codes: 0 “***” 0.001 “**” 0.01 “*” 0.05 “.” 0.1 < < 1
(Dispersion parameter for gaussian family taken to be 1066817)

Number of Fisher Scoring iterations: 2

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

From the R output providedin Figure 6.5.2, we can see that the calculated regression
parameter is 28.79 with the standard error of 0.81.

Example 6.6. Estimating the Variance of a Longitudinal Change

Both this example and the next consider statistics that measure longitudinal change. This
example will consider a statisticthat measuresthe change of a rate betweentwo cycles of the
estimates. Example 6.7 will consideran estimate of percent of change that iscalculated at the
HU level. We presentthese two longitudinal statistics as examplesthinking these calculations
are the most likely of calculations that data users would be interestedin.

In this example, we show how to estimate the variance of a difference in proportion.
Specifically, we interested in estimate the vacancy rate or p; = X; /N, * 100. Where X, is the
estimator of the total number of vacant HUs at time t, and N, is the estimator of the total
number of HUs at time t.

Further, we’re reallyinterested in the difference inthe vacancy rate between 2017 and 2014.
So the statistic of interestis:

~ )?t=2017 )?t=2014
Aierory = =227 4 100 — 222292 4 100
t=2017 Nt=2014-

To estimate the variance of ﬁt with replicate weights, we first calculate all the pieces of the
ﬁt=2017 for each of the 80 replicates, make 80 replicate estimates ofﬁt=2017, repeat those

50



stepsfor 2014, and then apply Equation (2.1). Figure 6.6.1 shows how we do thiswith R.

Figure 6.6.1: R Command for Estimating Variance of a Longitudinal Change

# Calculating 2017 point estimates:
hu_vacs <- subset(hu, vac == 1)

vac estl7 <- sum(hu vacs$Fw)

total estl7 <- sum(hu$FwW)

estl7 <- (vac_estl7 / total estl7) * 100

# Reading iIn 2014 data:
huld <- read.csv('full2014.csv', header=TRUE)

# Adding vacancy dummy:
hul4$vac <- ifelse(hul4$recid == 3, 1, 0)

# Calculating 2014 point estimates:

hu vacl4 <- subset(hul4, vac == 1)

vac estl4 <- sum(hu vacl4$fw)

total estl4 <- sum(huld$fw)

estld <- (vac_estl4d / total _estld) * 100

# Final Point Estimate:
est <- estl7 - estl4

# Vector storing replicates:
reps <- c(Q)

# Looping calculations for variance estimate:
## Again, make sure column numbers align with your dataset’s repweights:
for (i in c(1:80)) {

vac repl7 <- sum(hu vacsl, (i+946)])

tot repl7 <- sumChu[,(1+946)1)

vac repld4 <- sumChu vacl4[,(i+3)])

tot repld <- sumChuld[,(i+3)D

temp_est <- ((vac_repl7 / tot _repl7) - (vac_repld / tot repld)) *
100

# Adding Result to Vector of Squarred Difference Results:
reps <- rbind(reps, (temp_est - est)”™2)
3

est var <- (4/80) * sum(reps)
est_se <- sgrt(est_var)

The R command of Figure 6.6.1 produces the output in Figure 6.6.2.
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Figure 6.6.2: R Output for Estimating Variance of a Longitudinal Change
> # Final Point Estimate:
> est

[1] 2.240201

> # Final Estimate of Standard Error:
> est se
[1] 0.2587804

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

So the change in the vacancy rate from 2014 to 2017 is 2.2 percent with a standard error of 0.3
percent.

Example 6.7. Estimating the Variance of a Percent Change in Two Cycles of NYCHVS

There are many different statistics that measure the change betweentwo cycles of NYCHVS.
Differences, percent change, and ratios can be used to measure how much a given statistic
changed from one cycle of NYCHVS to another. This example considers the housing
characteristic of the median gross rent and how it can change overtime. Both the rate of
change and resulting variance are demonstrated.

The statistic of interestisthe percentchange inthe mediangross rent from 2014 to 2017. Let
M, the estimator of the median gross rent at time t. The statistic of interestis

To estimate the variance of (A%):, we first calculate the point estimates of (A%):. Then, we use
both the 2017 and 2014 replicate weightsto store 80 replicate estimates of (A%): withina
vector, and store the squared differences between these replicate estimates and the final point
estimate in another vector. We sum these up, multiply by (4/80), and take the square root of

that result, thus applying Equation (2.1) to arrive at our final estimate of standard error for
(A%):.

Figure 6.7.1 shows how thiscan be done with R.

Figure 6.7.1: R Command for Estimating Variance of a Rate of Change

# Calculating 2017 point estimates:
hu rent <- subset(hu, renters = 1)
rentl7 <- weighted.median(hu_rent$gross_rent, hu_rent$fw)

# Adding renters and gross rent vars to 2014:

hulds$renters = ifelse(((huld$scll6 == 2 | huld$scll6 == 3) & huld4$uf26 1=
99999), 1, 0)

hul4$gross rent <- hul4$uf26
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Figure 6.7.1: R Command for Estimating Variance of a Rate of Change

huldsgross_rent[huldsuf26 == 99999] <- NA

# Calculating 2014 point estimates:
hu rentl4 <- subset(hul4, renters == 1)
rentl4d <- weighted.medianChu_rentl4$gross_rent, hu_rentl4$FW)

# Final Point Estimate:
med_rent_increase <- (rentl7 - rentld) / rentl4d

# Vector storing replicates:
reps <- cQ

# Looping calculations for variance estimate:

## Again, make sure column numbers align with your dataset’s repweights:

for (1 in c(1:80)) {
rentl7 est <- weighted.median(Chu rent$gross rent, hu rent[,(i+946)1)
rentld4 est <- weighted.median(hu_rentl4$gross rent, hu_rentl4d[,(i+3)])

temp_est <- (rentl7_est - rentl4_est) / rentld _est

# Adding Result to Vector of Squarred Difference Results:
reps <- rbind(reps, (temp_est - med rent_increase)”2)

}

est var <- (4/80) * sum(reps)
est se med _rent <- sqgrt(est var)

The R code of Figure 6.7.1 produces the outputin Figure 6.7.2.

Figure 6.7.2: R Output for Estimating Variance of a Rate of Change

# Final Point Estimate:
> med_rent_increase
[1] 0.09433962

# Final Estimate of Standard Error:
> est se med rent
[1] 0.007371978

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

So, the median gross rent for NYC in 2017 has increased 9.4 percent from 2014, with a standard
error of 0.7 percent.
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7. How to Calculate Confidence Intervals

Lohr (1999; Section 9.5) has an excellentreview of confidence intervals (Cls) for survey
estimates, from which we borrow heavily for the introduction of this section.

Survey estimatesthat employ sample weights are differentthan unweighted estimates.

However, under certain conditionsit can be shown that (@ - 9)/ 9(9) asymptotically

standard normal for survey estimates (Krewski and Rao 1981). Consequently, whenthe
assumptions are met, an approximate 95 percent Cl for § may be constructed as:

0+ Zgoos /9(9) =0+ 196 /ﬁ(é) (7.1)

where /ﬁ(@) is the standard error of the estimator of 8.

Normal Distribution versus the t-distribution for Confidence Intervals

In this document, we suggest using a normal distribution with all confidence intervals. We
suggest thisfor two reasons. First, there are no good guidelinesforthe number of degrees of
freedomthat should be used with a t-distribution and variances generated from SDR. There are
recommendations for degrees of freedom for clustered and stratified sample designs, for
example, see Valiantand Rust (2010), Korn and Graubard (1999), and Eltinge and Jang (1996).
However, the degrees of freedom for clustered and stratified sample designs do not apply to
the one-stage systematicrandom sample design employed by NYCHVS. Huang and Bell (2011)
examined degrees of freedom for SDR but they do not provide general guidance. The second
reason for our suggestionis that the American Community Survey (ACS) has the same sample
design and also suggests using z-values from a normal distribution (U.S. Census Bureau 2014).
Until more research is donein thisarea, we suggest following the lead of ACS.

We have not covered hypothesis testing butwe do point the reader to Schenkerand
Gentleman (2001) who discuss the pitfalls of using confidence intervalsin hypothesis testing.

Table 7 isa compilation of examplesfromthroughout the guide. For each of these examples,
we calculate a 95 percent confidence interval.
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Table 7: Summary Table of Examples Estimated Confidence Intervals

Example Number

Standard

PROC Base Estimate 95%

Example SURVEY SAS STATA | R Error Confidence Intervals
Total 41 | 51 |61 310995 | 8627 | (3,093,046, 3,126,863)
Difference 42 | 52 |62]| 15497 10,420 (-4,926, 35,920)
Mean 3.1 43 | 53 |63| 51,69 11 (51,673, 51,714)
Median 44 | 54 |64]| 51,450 $7 (51,435, $1,465)
Regression 3.2 45 | 55 |65| 2880 0.81 (27.20, 30.38)
parameter
Longitudinal 46 | 56 |66| 22% 0.3% (1.7%, 2.8%)
change
Percent 47 | 57 |67| 94% 0.7% (8.0%, 11.0%)
change

The standard errors of Table 7 were produced with SAS and Stata and not with R.

Source: U.S Census Bureau, 2017 New York City Housing and Vacancy Survey.

The subsequent examples of this section demonstrate how to estimate Cls using SAS, Stata and
R with some of the earlierexamples.

Example 7.1. Estimating Cls of a Total with Base SAS

In this example, we demonstrate how users calculate the Cls of the total in Example 3.1".
Figure 7.1.1 shows the code in SAS, and Figure 7.1.2 shows the output.
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Figure 7.1.1: SAS Code for Estimating Variance of a Total with Confidence Intervals
data data6 (keep = est var se lowerci upperci) ;
set data5 end=eof ;
* Fill array with the replicate sums ;
array repwts{80} rwl-rw80 ;
* Fill array with the squared diffs ;
array sdiffsg{80} sdiffsql-sdiffsq80 ;
do j =1 to 80 ;
sdiffsg{j} = (repwts{j} - est)**2 ;
end ;
* Sum the squared diffs ;
totdiff = sum(of sdiffsql-sdiffsg80) ;
var = (4/80) * totdiff ;
se = (var)**(0.5) ;

*Calculate the endpoints of the confidence intervals. ;
lowerci= est - 1.96 * se;
upperci = est + 1.96 * se;
output ;
run ;

proc print data=data6 noobs ;

var est se lowerci upperci;

format est se lowerci upperci commal2.2 ;
run ;

In Figure 7.1.2, we used the simple numericvalue of 1.96 as the z-value witha = 0.05 level
because it makes the code easierto read. We could replace this with the more exacting SAS
functionquantile (“'Normal™, 1 - alpha/2) wherealpha = 0.05.

Figure 7.1.2: SAS Output of Variance of Total with Confidence Intervals

est se lowerCI UpperCI

3,109,954.63 8,626.87 3,093,045.96 3,126,863.29

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

In addition to the output we saw in Example 3.1, now we get the Cls as well:the 95 percent Cl
for the total number of occupied housing units is (3,093,0456, 3,126,863 ).

Example 7.2. Estimating Cls of a Regression Parameter with SAS PROC SURVEYREG
In this example, we demonstrate how users can use the SAS PROC SURVEYREG in Example 3.3

earlier,and add a clparmoption inthe model statementto get the estimatesfor confidence
intervals.
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Figure 7.2.1: SAS Code for Estimating Variance of Regression Parameters with Confidence Intervals

proc surveyreg data=Data3 varmethod=brr(fay) ;
domain tenure ;
model rent = yr_movein / solution clparm ;
weight fwO ;
repweights fwl-fw80 ;
ods output parameterEstimates = MyParmEst ;
run;

data MyParmEstfin ;

set MyParmEst ;

if n =2 ;

se = stderr ;

var = se**2 ;

drop parameter dendf tvalue probt stderr ;
run ;

proc print data=myparmestfin;

var estimate se lowercl uppercl ;

format estimate se var lowercl uppercl 8.4 ;
run;

The SAS option clparm inthe model statement of Figure 7.2.1. request the confidence
interval for the regression parameters. The procedure generates the confidence interval as the
variables lowercl and uppercl. The SAS code from Figure 7.2.1 produces the output of
Figure 7.2.2.

Figure 7.2.2: SAS Output for Estimating Confidence Intervals Using t-Distribution

Estimate se lowercl uppercl

28.7885 0.8122 27.1722 30.4049

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

The point estimate and variances are the same as in Example 3.3, however, there are the two
added columns at the end of the output for the confidence intervals. Please note that the
confidence intervals constructed using SAS SURVEYREG is defaulted to t-distribution.

To construct confidence intervals usingthe normal distribution, users have to code this
manuallyin Base SAS. Figure 7.2.3 shows the SAS code needed, inadditionto Figure 7.2.1, to

get the confidence intervals using normal distribution, and Figure 7.2.4 shows the results.

Figure 7.2.3: SAS Code for Estimating Variance of Regression Parameters with Confidence Intervals

*Calculate Cl using normal distribution;
data one;
set myparmestfin;
lowerci= estimate - 1.96*se;
upperci= estimate + 1.96*se;
run;
proc print; var estimate se lowerci upperci; run;
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Figure 7.2.4: SAS Output for Estimating Confidence Intervals Using z-Distribution

Estimate se lowerci upperci
28.7885 0.8122 27.1966 30.3805

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Example 7.3. Estimating Cls of a Total with Stata Manually
Users might notice the Stata outputs in Section 5, alreadyinclude Cls. We now demonstrate
how users can manually calculate Cls in Stata for Example 5.1. Figure 7.3.1 shows the code and

Figure 7.3.2 providesthe resultant output.

Figure 7.3.1.: Stata Code for Estimating Confidence Intervals Manually

* Calculating 2017 occupied totals:
quietly summarize fw if occ final ==
scalar occ_estl7 = r(sum)

* Creating matrix that stores 2017 estimates:
matrix occ_ests 17 = (occ_estl?7)

* Now going through replicates:
foreach x of var fwl-fuw80 {

quietly summarize “x" if occ_final ==
scalar occ_estl7 i = r(sum)

* Adding to matrix that stores 2017 estimates:
matrix occ_ests 17 = (occ_ests 17 \ occ estl7 i)

}

* Now getting squarred differences for variance estimation:

scalar var = 0

quietly forvalues i1 = 2/81 {
scalar sq pt occ est = (occ ests_17["i",1] - occ_ests 17[1,1]PD"2
scalar var = var + sq_pt_occ_est

}

scalar var = (4/80) * var
scalar se est = (var)~(0.5)

* Final Point Estimate:
display occ ests 17[1,1]

* Final Estimated Standard Error:
display se _est

* 95% CI using standard normal (z) distribution:
scalar z value = invnorm(.975)

display "("",occ ests 17[1,1]-

z_value*se est,”,",occ_ests 17[1,1]+z value*se est,™)"
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Figure 7.3.2: Stata Output for Estimating Confidence Intervals Manually

. * Final Point Estimate:
. display occ _ests 17[1,1]
3109954.6

: * Final Estimated Standard Error:
. display se _est
8626 .87

. display "("",occ ests 17[1,1]-

z_value*se_est,”," ,occ_ests 17[1,1]+z value*se_est,"™)"
( 3093046.3 , 3126863 )

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

From Figure 7.3.2, we see that the estimated total occupied housingunitsin NYCis 3,109,955
and its standard error is 8,627. There is a 95 percent chance that the sample total of occupied
HUs in NYC would be between 3,093,046 and 3,126,863.

Comparing Stata’s output with other methods, Stata produced the same estimate, standard
error, and confidence intervals as the other methods.

Example 7.4. Estimating the Cl of a Total with R

In R, users needto manually code the formulas for Cls. In this example, we demonstrate how
users can manually calculate the estimated total occupied HUs in NYC and its standard errors
for Example 6.1, as well as the 95 percent Cls. In nextexample (Example 7.5), we will
demonstrate how to manually calculate the Cls.

Figure 7.4.1: R Code for Estimating Confidence Intervals

# Vector storing replicates:

reps <- c()

occ data <- subset(hu, occ Final == 1)
est <- sum(occ_data[,1027])

# Looping calculations for variance estimate - (make sure column numbers
align with your dataset):
for (i in c(1:80)) {

temp_est <- sum(occ_data[, (i+946)])

# Adding Result to Vector of Squarred Difference Results:
reps <- rbind(reps, (temp_est - est)”2)
}

est var <- (4/80) * sum(reps)
est se <- sqgrt(est_var)
est se
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# For a 95% CI, we need 2.5% on either tail, so get the 97.5% percentile
value of a standard normal:
z_value <- gnorm(.975)

# Finally, the 95% ClI using z distribution:
ci 95 <- c(est - z value*est_se, est + z value*est_se)
ci_95

The R code providedin Figure 7.4.1 produces the R output of Figure 7.4.2.

Figure 7.4.2: R Output for Estimating Confidence Intervals
total SE
occ_final 3,109,955 8,626.87

> est
[1] 3,109,955

> est se
[1] 8626.87

z_value
1.959964

> ci 95
[1] 3093046 3126863

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

From Figure 7.4.2, we see that R produce the same exact estimate, standard error, and
confidence intervals as the other methods.
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8. How to Calculate Confidence Intervals for the Odds Ratio

This extended example shows how to calculate and how not to calculate a Cl for the odds ratio.
We show this by addressingthe question “Does rent stabilization status (pre-1947 or post-
1947) affect the probability of having 3 or more maintenance deficiencies?” with results from
the 2017 NYCHVS. This exampleisdifferentand much longerthan Example 7.1 for two
reasons: (1) the complexity of the estimator and the variance of the estimatorand (2) we show
how to calculate the Cls correctly, and several ways the confidence intervals should notbe
calculated.

As with the other statistics of this guide, using the replicate weights will best estimate the
variance of the oddsratio. Table 8.1 summarizesthe alternative methods that we will discuss
and provides an overview of the estimates for each method.

Table 8.1: Examples of Odds Ratio

Odds 95% Confidence
Example | yses Software Ratio (A) | V(logodds| sé(logodds) Interval of
8.1 Replicate Wgts SURVEYLOGISTIC 2.0947 * * (1.6940, 2.5902)
8.2 | Replicate Wgts SURVEYFREQ 2.0947 * * (1.6869, 2.6012)
8.3 | Replicate Wgts Base SAS 2.0047 | P02 | 0.1067 | (1.6993, 2.5821)
8.4 | Replicate Wgts Stata 2.0947 . 0.1067 | (1.6994, 2.5821)
8.5 | Replicate Wgts R 2.0947 0.1060 | (1.7019, 2.5785)
8.6 | Final Wgts SURVEYFREQ 2.0947 * * (1.6768, 2.6169)
87 | Normalized Wgts FREQ 2.0947 0.1120 | (1.6818, 2.6091)
8.8 | Final Wgts FREQ 2.0947 0.0073 | (2.0651, 2.1248)
89 | Unweighted FREQ 2.0608 0.1121 | (1.6543, 2.5672)

* SAS SURVEYLOGISTICand SURVEYFREQprocedures do not output variance or standard errors.

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

We make a few observations about the results of Table 8.1.

First, the weighted and unweighted estimates of the odds ratio differslightly: the unweighted
estimate of the odds ratio is 2.0608 and the weighted estimate is2.0947. Using the weights
accounts for the fact that sample units contribute unequally to the estimates.

With the variance of the log odds and the standard errors, we note the followingdifferences
from the Table 8.1:

Base SAS and Stata (Examples 8.3 and 8.4) both produce approximately the same
estimate of the odds ratio and standard error of the log odds using the replicate

weights.

Estimating the variance using normalized weights and no weights, or Example 8.7 and
8.9, respectively, produced variances that are an overestimate. Using final weights or
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Example 8.8 underestimated variance. Only using the replicate weights or Examples
8.1-8.5 fully accounts for the complex sample design of NYCHVS.

- Using the final weights with PROC SURVEYFREQ and the normalized weights with PROC
FREQ or Examples 8.6 and 8.7, respectively, provide same estimate but we caution that
it may not be true with all analyses.

- Example 8.8 usingthe final weights, underestimates the variance by a large amount.

With the Cl calculations, we note the following differencesin Table 8.1.

- SAS PROC SURVEYLOGISTIC and SAS PROC SURVEYFREQ (Examples8.1) produced
different Cls because the PROC SURVEY procedures uses a critical value from a t-
distribution with 80 degrees of freedom. Basically, SURVEYLOGISTIC isassuming that we
have a stratified sample design with 80 strata. See Section 3 for a discussion.

- The Cls produced by SURVEYFREQ procedure (Example 8.2) are differentfromthe
results of SURVEYLOGISTIC (Examples 8.1) because SURVEYFREQ uses a different
approximationin the variance calculation, which is not output by the procedure, but you
see the effectinthe difference inthe confidence interval calculation. This is discussed
more in Section 8.2.

- Base SAS and Stata (Examples 8.3 and 8.4) both produced approximately the same Cls
using replicate weights.

- Estimating the variance using final weights or Example 8.8 underestimated variance by a
large amount, which therefore resulted a much narrower Cl.

The remainder of this extended example isorganized asfollows. First, we generally review the
odds ratio. This is providedto define our use of differenttermsand for readers not familiar
with an odds ratio. Readers familiarwith this material can skip this section.

Then each of the nine methods for estimatingthe Cl is reviewed separately. Although we say
that only Examples 8.1-8.5 estimate the Cl accurately because replicate weights account for the
complex sample design of NYCHVS, we provide the four other methods because some data
users are familiar with them and they provide excellent comparisons to Examples 8.1-8.5.

We have color-coded the odds ratio, , and the confidence interval
of the odds ratio throughout the example as green, ,and lightblue, respectively. This
was done to help keep track of the different statistics of the examples.

Review of Odds Ratio and Log Odds

Suppose we have two sets of binary random numbers, X and Y, and we want to measure the
association betweenthe two variables. We assume both random variables have a Bernoulli

distribution. Table 8.2 shows the frequencies observedinthe sample for all possible
combinations of X and Y.
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Table 8.2: Layout of Two Binary Variables

X=0 X=1 Total
Y=0 Noo no1 No+
Y=1 nio nii N1+
Total Nn+o N1 n

The odds of a single binary random variable Y are defined to be the probability of Y =1 divided
by the probabilityof Y=0, i.e.,

{oammﬁ%

In the presence of the variable X, the odds of Y givenX=0 s

P(Y =1|X =0)

Oddsof Y given X =0 ;=
{Oddsof Y given } P —0|X —0)

and the odds of Y givenX=1s

{Oddsof Y given X =1}= P(Y =1]X =1)
P(Y=0|X =1)

The vertical bar in these probability statementsis the traditional symbol for conditional
probabilities.

The odds ratio §compares the odds of Yfor X =0 and X=1 and is defined as the ratio of the two
odds or:

An odds ratio of @ =1 suggests that the odds of Yis the same forX=0and X=1.

In the presence of the variable X, the odds of Y givenX=11is

{Oddsof Y given X :1}:M=h (8.1)
(n01/n+1) nOl
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and we can estimate the odds ratio as

The distribution of the odds ratio statistic has an atypical form, which unfortunately makesit
hard to use for the purpose of statistical inferences. The natural log of the odds ratio or simply
log odds ratio, by contrast, is approximately normally distributed, provided the cell counts
within each of the four categories above are sufficiently high. Consequently, the variance of
the log odds can be estimated as

We can use the variance of the log odds to calculate a (1 - a ) Cl of the odds ratio by
transforming the Cl of the log odds as

(elog odds+24,+/V(log odds) eIog 0dds—z,4,-/7(log oddsi) (8 4)
g .

The Maintenance Deficiencies Example. Returningto maintenance deficiencies example, we
ask the question:

“Does rent stabilization status affect the probability of having 3 or more maintenance
deficiencies?”

To answerthis, we have a binary random variable Y with Y = 1 indicating “having 3 or more
maintenance deficiencies” and Y = 0 indicating “having fewerthan 3 maintenance deficiencies”

Y = { 1, HU has 3 or more maintenance deficiencies
0, HU has fewer than 3 maintenance deficiencies

We also define a second binary random variable X for rent stabilization status as

¥ = { 1, HU has rent stabilized pre — 1947
~ (0, HU has rent stabilized post — 1947

If we calculate the odds ratio Y given X, a value of @ >1 impliesthat rent stabilized pre-1947
HUs are more likelythan the rent stabilized post-1947 units to have 3 or more maintenance
deficienciesand, conversely, 8 <1 impliesrentstabilized post-1947 units are more likely to
have 3 or more maintenance deficiencies.
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Example 8.1. Estimating a Cl of an Odds Ratio with Replicate Weights and SAS PROC
SURVEYLOGISTIC

The easiest way of estimating odds ratios with replicate weightsisto use SAS SURVEYLOGISTIC.
This procedure producesthe odds ratio estimates and Cls with replicate weights automatically.
Use the varmethod brr(fay) optionand the default Fay coefficient of 0.5. Put the effect
(rent stabilization status, in our example) inthe class statement.

Figure 8.1.1 providesthe PROC SURVEYLOGISTIC code that will calculate the odds ratios using
the replicate weights.

Figure 8.1.1: SAS Code for Calculating Confidence Interval of Odds Ratio with Replicate Weights

Data Def_analysis ;

set HU17;

* Exclude the vacant HUs and the ones did not report on deficiencies.

where recb3 ne "9° and (scll5="1" or scll1l6 in (°27,"3")) and uf _csr in
(°307,7317) ;

if rec53 in ("47,"5",76","7","8") then def="1"; else def="0" ;

* pre-1947 ;

If uf csr="30" then stabilized="1" ;

* post1947 ;

else if uf_csr ="31" then stabilized="0" ;
run ;

proc surveylogistic data=def analysis varmethod=brr(fay=0.5) ;
class stabilized ;
model def=stabilized ;
weight fw0 ;
repweights fwl-fw30 ;
run ;

Figure 8.1.2 shows some of the output that is generated by the SAS code of Figure 8.1.1.
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Figure 8.1.2: Partial SAS Output for Calculating Confidence Interval of Odds Ratio with Replicate Weights

The SURVEYLOGISTIC Procedure

Model Information

Data Set WORK.DEF_ANALYSIS
Response Variable Def

Number of Response Levels 2

Weight Variable FWOo

Model
Optimization Technique

Binary Logit
Fisher's Scoring

Number of Observations Read 3523
Number of Observations Used 3523
Sum of Weights Read 837828.6
Sum of Weights Used 837828.6
Response Profile
Ordered Total Total
Value Def Frequency Weight
1 0 2895 689061.98
2 1 628 148766.65
Probability modeled is Def='0".
Variance Estimation
Method BRR
Replicate Weights DEF_ANALYSIS
Number of Replicates 80
Fay Coefficient 0.5

Odds Ratio Estimates

Point 95% Confidence
Effect Estimate Limits
stabilized 0 vs 1 2.095 1.694 2.590

NOTE: The degrees of freedom in computing
the confidence limits is 80.

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

The bottom of Figure 8.1.2 mentionsthat 80 degrees of freedom were used to calculate the
confidence interval. Thistells us that the critical value was 1.99 (from a t-distribution with 80
degrees of freedom) instead of 1.96 (from a normal distribution). Although we are using SDR
replicate weights, SAS assumes that we are using Balanced Repeated Replication (BRR) replicate
weights. For this reason, the estimatesfrom PROC SURVEYLOGISTIC are slightly differentthan
the other methods.
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Example 8.2. Estimating a Cl of an Odds Ratio with Replicate Weights and SAS PROC
SURVEYFREQ

Anothersimilarmethod as SURVEYLOGISTIC to estimate the Cl for the odds ratio with the
replicate weightsin SAS, is to use the procedure PROC SURVEYFREQ.

Figure 8.2.1 providesthe PROC SURVEYFREQ code that will calculate the odds ratio using the
replicate weights.

Figure 8.2.1: SAS Code for Calculating Confidence Interval of Odds Ratio with Replicate Weights

proc surveyfreq data=def_analysis varmethod=brr(fay) ;
tables def * stabilized / or ;
weight fwO ;
repweights fwl-fw80 ;

run ;

The use of the Or optionin the tables statementrequests that SAS produce the odds ratio
with both PROC SURVEYFREQ and PROC FREQ. Note that the output generated by the option
or is formatted differently with PROCSURVEYFREQ and PROC FREQ.

The SAS code of Figure 8.2.1 generates the output of Figure 8.2.2.
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Figure 8.2.2: SAS Output for Calculating Confidence Interval of Odds Ratio with Replicate Weights

The SURVEYFREQ Procedure

Data Summary

Number of Observations 2523
Sum of Weights 837828.631
Variance Estimation
Method BRR
Replicate Weights DEF_ANALYSIS
Number of Replicates 80
Fay Coefficient 0.500
Table of Def by Stabilized
Weighted Std Err of Std Err of
Def Stabilized Frequency Frequency Wgt Freq Percent Percent
0 888 214719 8110 25.6280 0.8476
2007 474343 13632 56.6158 1.0282
Total 2895 689062 16064 82.2438 0.8313
1 111 26435 2487 3.1552 0.3082
517 122331 5823 14.6010 0.7043
Total 628 148767 6681 17.7562 0.8313
Total 999 241154 8181 28.7832 0.8797
2524 596674 13774 71.2168 0.8797
Total 3523 837829 15216 100.0000
0dds Ratio and Relative Risks (Row1/Row2)
Statistic Estimate 95% Confidence Limits
0dds Ratio 2.0947 1.6869 2.6012
Column 1 Relative Risk 1.7536 1.4734 2.0871
Column 2 Relative Risk 0.8371 0.8018 0.8741

Sample Size =

3523

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.
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The estimate of 8 = 2.0947 impliesthat housing units with rent stabilized priorto 1947 are
about twice as likely to have 3 or more maintenance deficienciesthan HUs with rent stabilized
post-1947.

Please note that the Cls produced by SURVEYFREQ here are slightly differentfrom the Cls
produced by the other methods with replicate weights. This is due to two reasons: (1) the PROC
SURVEY procedures use a critical value in the confidence intervals from a t-distribution with 80




degreesof freedominstead of usinga critical value from a normal distribution) and (2)
SURVEYFREQ uses a variance approximation when calculating the variance of the logodds,
which is

~ __ P(oddsratio)

¥ (logodds) = (oddsratio)2’
while the other methods calculate the variance of logodds directly using Equation (8.3) (SAS 9.2
User’s Guide, 2019).

Example 8.3. Estimating a Cl of an Odds Ratio with Replicate Weights and Base SAS
A point estimate of the odds ratio is straightforward to calculate with weights— it just usesthe
sum of all the weightsin each of the four categories and follows the procedure above. The

variance estimate is more complicated to calculate manually.

Table 8.3.1 providesthe weighted estimates of the frequencies of each cell. The final weight
and Equation (8.2) were usedto produce the totals.

Table 8.3.1: Estimated Counts for Maintenance Deficiencies Example

Fewerthan 3 3 or more
maintenance maintenance Total
deficiencies deficiencies
Rent Stabilized
Post 1947 noo =214,719 no1=474,343 no+ = 689,062
Rent Stabilized
Pre-1947 nio = 26,435 n11=122,331 n1+ = 148,767
Total
n+o =241,154 n+ =596,674 n = 837,829

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Using the weighted totals, the odds of having 3 or more maintenance deficiencies giventhe HU
is rent stabilized priorto 1947 is calculated as

{Odds of Y gi Rent Stabilized P 1947 X—l}—122'331—02579
s of Y given Rent Stabilized Pre X=1) =37233° "

and we calculate the odds ratio as

5 214,719 » 122,331 _ 20048
T 474,343 % 26,435
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The natural log of the odds ratio is log odds = 0.7395. To estimate the variance of the log odds,
the log odds is calculated for each replicate and Equation (2.1) isapplied. This gives V(log odds)

= -, which can be used with Equation (8.3) to calculate the Cl:

( £0.7395-1.96,/p (logod ds) eo.7395+1.96,/fz(logodds))
)

The SAS code of Figure 8.3.3 shows how to calculate the variance, standard error, and Cls of the
odds ratio directly.

Figure 8.3.3: SAS Code for Calculating Confidence Interval of Odds Ratio with Replicate Weights

* Define 4 categories. ;
data def _analysis ;
set def analysis ;
if def="1" and stabilized="0" then n xx="n 10" ;
else if def="1" and stabilized="1" then n xx="n 11° ;
else 1If def="0" and stabilized="0" then n xx="n 00*
else if def="0" and stabilized="1" then n_xx="n 01" ;
run ;

* Calculate the total sums for each of our 4 categories ;
proc means data = Def_analysis sum noprint ;

class n xx ;

var fwO fwl-fw80 ;

output out = def _collapse sum = est rwl - rw80 ;
run ;

* Drop the first observation of totals ;
data def_col lapse ;

set def collapse ;

if _TYPE_ = O then delete ;
run ;

* Reshape into wide format to calculate ratio estimates
with arrays later ;

proc transpose data = def_collapse out = def _col lapse_transposed ;
by TYPE ;

id n_xx ;
var est rwl - rw80 ;
run ;

* Now calculating log odds ratio estimate for newly transposed data.
data def_col lapse_transposed_odds ( keep = _NAME_ dummy_id In_odds_ratio );
set def_collapse_transposed;

* Formula for odds ratio ;
In_odds_ratio = log( (n.00 * n_11) /7 (n.01 * n_10) ) ;

* ID var needed for tranposition later.
dummy_id = 1 ;
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Figure 8.3.3: SAS Code for Calculating Confidence Interval of Odds Ratio with Replicate Weights

run ;

* Transpose back into wide format for array calculations. ;
proc transpose data = def_collapse_transposed_odds out =
def fay brr estimates;

by dummy id ;

id NAME_ ;
var In_odds ratio ;
run;

* Calculate variance estimate. ;

data fay_estimate final (keep = est var se odds _est lowerci upperci) ;
set def fay brr estimates (drop = NAME );
* Filling in array with odds ratio estimates ;
array repwts{80} rwl - rwd0 ;

* Fill in other array with squared differences ;
array sqdiff{80} sqdiffl - sqdiff80 ;

* Looping to create differences ;
do i =1 to 80;

sqdiff[i] = (repwts[i] - est) ** 2 ;
end;

* Sum differences. ;
total _diff = sum(of sqdiffl-sqdiff80) ;

* Calculate variance. ;
var = (4/80)* total diff ;

* Calculate standard error. ;
se = var ** (0.5) ;

* Create Cl In odds ratio form.
odds est = exp(est);

lowerci = exp((est - (1.96 * se))) ;
upperci = exp((est + (1.96 * se))) ;
run ;

* Print final log odds ratio estimate, the variance, SE and
then the odds ratio estimate with it"s 95% CI

proc print data = fay estimate final noobs ;
format est se lowerci upperci odds est 8.4;

run;

The SAS code of Figure 8.3.3 generates the output of Figure 8.3.4. These are slightly different
than PROC SURVEYFREQ due to rounding.
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Figure 8.3.4: SAS Output for Calculating Confidence Interval of Odds Ratio with Replicate Weights

est se odds_est lowerci upperci

0.7394 0.1067 2.0947 1.6993 2.5821

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Example 8.4. Estimating a Cl of an Odds Ratio with Replicate Weights and Stata

This example estimates the odds ratio and variance of rent stabilization status (pre-1947 or
post-1947) and the presence of 3 or more maintenance deficiencies. The codein Figure 8.4.1
identifiesthe domains of interest, as well as the odds ratio and variance calculations using
replicate weightsin Stata.

Figure 8.4.1: Stata Code for Calculating Confidence Interval of Odds Ratio with Replicate Weights

* Binary variable for three or more deficiencies:
gen defect = (recb3 == 4 | recb3 == 5 | recb3 == 6 | rech3 == 7 | rec53 == 8)

* Need to exclude non-reported defects:
gen occ_reported defects = (occ _final == 1 & rec53 1= 9)

* Need binaries for time demarcation:
gen time stable = 1 if uf csr == 30
replace time_stable = 0 if uf _csr == 31

* Now running log odds ratio:
svy, subpop(occ _reported _defects): logit defect time_stable

* Now for the odds ratio:
svy, subpop(occ _reported _defects): logistic defect time _stable

The Stata code of Figure 8.4.1 generatesthe output of Figure 8.4.2.
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Figure 8.4.2: Stata Output for Calculating Confidence Interval of Odds Ratio with Replicate Weights

Log Odds Ratio:

Survey: Logistic regression Number of obs = 6,910
Population size = 1,552,419
Subpop. no. obs = 3,523
Subpop. size = 837,828.63
Replications = 80
Wald chi2(1) = 48.00
Prob > chi2 = 0.0000
| SDR *

defect | Coef. Std. Err. z P>]z]| [95% Conf. Interval]
e
time stable | . 7394279 .1067255 6.93 0.000 .5302497 .9486061
~cons | -2.094626 .107582 -19.47 0.000 -2.305483 -1.883769

Odds Ratio:
Survey: Logistic regression Number of obs = 6,910
Population size = 1,552,419
Subpop. no. obs = 3,523
Subpop. size = 837,828.63
Replications = 80
Wald chi2(1) = 48.00
Prob > chi?2 = 0.0000

| SDR *

defect | Odds Ratio Std. Err. z P>1z] [95% Conf. Interval]
s S,
time stable | 2.094737 .2235618 6.93 0.000 1.699357 2.582108
cons | .1231163 .0132451 -19.47 0.000 .0997106 .152016

Note: _cons estimates baseline odds.

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Figure 8.4.2 shows that the odds ratio estimate from Stata is @ = 20947 whichimpliesthat
housing units rent stabilized priorto 1947 are about twice as likely to have 3 or more
maintenance deficienciesthan HUs rent stabilized post-1947. The standard error of the log
odds is 0.1067, whichis approximately the same as the SAS method.

Example 8.5. Estimating a Cl of an Odds Ratio with Replicate Weights and R

This example estimates the odds ratio and variance calculation of rent stabilization status (pre-
1947 or post-1947) and the presence of 3 or more maintenance deficiencies. The code in
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Figure 8.5.1 identifies the domains of interest, and the odds ratio and variance estimate using
replicate weightsinR

Figure 8.5.1: R Code for Calculating Confidence Interval of Odds Ratio with Replicate Weights

occ reported defects <- subset(hu design, occ final == 1 & REC53 != 9)
odds ex <- svyglm(defect~time_stable, design=occ_reported defects,
fami ly=quasibinomial)

summary(odds_ex)

# Point Estimate of Odds Ratio:
pt est <- exp(odds_ex$coefficients[2])
pt_est

# SE of Log Odds:
log se <- coef(summary(odds ex))[2,2]
log se

# SE of Odds Ratio:

# Note: Converting standard errors from log odds back to odds ratios are a
little tricky:

odds se <- sgrt((exp(odds ex$coefficients[2])"2) *
(coef(summary(odds_ex))[,21"2))[2]

odds_se

# 95% Confidence Intervals for Odds Ratios:

lower ci <- exp(odds ex$coefficients[2] - (1.96*log se))
upper ci <- exp(odds ex$coefficients[2] + (1.-96*log_se))
c(lower_ci, upper_ci)

The R code of Figure 8.5.1 generates the output of Figure 8.5.2.
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Figure 8.5.2: R Output for Calculating Confidence Interval of Odds Ratio with Replicate Weights

Call:
svyglm(formula = defect ~ time_stable, design = occ_reported_defects,
family = quasibinomial)

Survey design:
subset(hu_design, occ_final==1 & REC53 !'=9)

Coefficients:

Estimate Std. Error tvalue Pr(>|t|)
(Intercept) -2.0946 0.1040 -20.150 <2e-16***
time_stable 0.7394 0.1060 6.978 8.66e-10 ***

-S-i;;nif. codes: 0 “****(0.001 “*** 0.01 “*’0.05°." 0.1 “1

(Dispersion parameter for quasibinomial family taken to be 0.3041508)
Number of Fisher Scoring iterations: 5

> pt_est

time_stable

21094737 <- Odds Ratio Point Estimate

> log_se
[1] 0.1059598 <- Log Odds SE

> odds_se
time_stable
0.221958 <- Odds Ratio SE

> c(lower_ci, upper_ci)
time_stable time_stable
1.701902 2.578246 <- 95% CI for Odds Ratios

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

From the output in Figure 8.5.2, we can see that the odds ratio estimate is @ = 2.0947, the
standard error of the logodds is 0.1060, and the confidence interval of the odds ratio is
(1.7019, 2.5782).

Example 8.6. Estimating a Cl of an Odds Ratio with Final weights and SAS PROC SURVEYFREQ
If you merely use the final weights with the PROC SURVEYFREQ command, omittingthe
replicate weights and the varmethod option then PROC SURVEYFREQ defaults to the Taylor

Linearization Method for estimating the variance of the odds ratio. You will get the same point
estimate and estimated counts as Example 8.1, but the Cl will be slightly narrower.
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Figure 8.6.1 providesthe PROC SURVEYFREQ code that will calculate the odds ratio using just
the final weights.

Figure 8.6.1: SAS Code for Calculating Confidence Interval of Odds Ratio with Final weights

proc surveyfreq data=def analysis ;
table def * stabilized / or ;
weight fwl ;

run ;

The code of Figure 8.6.1 generatesthe output of Figure 8.6.2.

Figure 8.6.2: SAS Output for Calculating Confidence Interval of Odds Ratio with Final weights

The SURVEYFREQ Procedure

Data Summary

Number of Observations 3523
Sum of Weights 837828. 631

Table of Def by Stabilized

Weighted Std Err of Std Err of
Def Stabilized Frequency Frequency Wgt Freq Percent Percent
0 0 888 214719 6344 25.6280 0.7496
1 2007 474343 7163 56.6158 0.8470
Total 2895 689062 5807 82.2438 0.6511
1 0 111 26435 2501 3.1552 0.2983
1 517 122331 5044 14.6010 0.6014
Total 628 148767 5465 17.7562 0.6511
Total 0 999 241154 6579 28.7832 0.7765
1 2524 596674 6618 71.2168 0.7765

Total 3523 837829 2317 100.0000

0dds Ratio and Relative Risks (Row1/Row2)

Statistic Estimate 95% Confidence Limits
0dds Ratio 2.0947 1.6768 2.6169
Column 1 Relative Risk 1.7536 1.4656 2.0982
Column 2 Relative Risk 0.8371 0.8007 0.8753

Sample Size = 3523

Source: U.S. Census Bureau, 2017, New York City Housing and Vacancy Survey.
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Example 8.7. Estimating a Cl of an Odds Ratio with Normalized Weights and SAS PROC FREQ

In this estimation of the Cl, we estimate the variance withthe normalized weights, which
reduces the underestimation of the variance that we will see in estimatinga Cl with final
weights, or Example 8.8. Normalized weights are not provided by NYCHVS, but can easily be
calculated as the final weight divided by the mean of all of the final weights with a positive
value.

Normalizingthe final weight produces a weight that accounts for the unequal weightsthat
reflectthat sample units contribute unequally tothe estimates. The normalized weights have a
mean value of 1.0. So the normalized weights have the same magnitude as if you didn’t use
weights— all sample units have a weightof 1.0 — and the variance (Example 8.7) produces a
more reasonable estimate of the variance as compared to Example 8.8.

Table 8.7.1 provides the weighted estimates of the frequencies of each cell. The final weight
and Equation (8.2) were usedto produce the totals.

Table 8.7.1: Estimated Counts for Maintenance Deficiencies Example

Fewerthan 3 3 or more
maintenance maintenance Total
deficiencies deficiencies
Rent Stabilized
Post 1947 noo =902.88 no1=1,994.57 no+ = 2897.45
Rent Stabilized nio=111.16 N1 =514.39 N1 =625.55
Pre-1947
Total
n+o =1014.03 n+1=2508.97 n =3523.00

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Using the weighted totals, the odds of having 3 or more deficiencies giventhe HU isrent
stabilized pre-1947 is calculated as

{Odds of Y given Rent Stabilized Pre — 1947 (X = 1)} =

and we calculate the odds ratio as

514.39 x 902.88

6 =

= 2.0947

1,994.57 * 111.16

77

1,994.57

514.39
= 0.2579




Figure 8.7.1 providesthe PROC FREQ code that will calculate the odds ratio using the
normalized weights.

Figure 8.7.1: SAS Code for Calculating Confidence Interval of Odds Ratio with Normalized
Weights

data def_analysis
set def _analysis ;
* This is the formula for normalizing weights
Number of observations in sample (n) divided by sum of weights
(i.e. the mean of the weights) ;
fw normalized = fw0 * (3523/837829) ;
run ;

proc freq data = def analysis ;
table def * stabilized /7 or nocol norow ;
weight fw_normalized ;

run ;

The SAS code of Figure 8.7.1 generates the output of Figure 8.7.2.

Figure 8.7.2: SAS Output for Calculating Confidence Interval of Odds Ratio with Normalized
Weights

The FREQ Procedure

Table of Def by Stabilized

Def Stabilized

Frequency

Percent 0 1 Total
0 902.875 |1994.57 |2897.45

25.63 56.62 82.24

1 111.159 |514.393 |625.551
3.16 14.60 17.76

Total 1014.03 2508.97 3523
28.78 71.22 100.00

Statistics for Table of Def by Stabilized

0dds Ratio and Relative Risks

Statistic Value 95% Confidence Limits
0dds Ratio 2.0947 1.6818 2.6091
Relative Risk (Column 1) 1.7536 1.4691 2.0933
Relative Risk (Column 2) 0.8371 0.8012 0.8747

Sample Size = 3522.9984489

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.
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Example 8.8. Estimating a Cl of an Odds Ratio with Final weights and SAS PROC FREQ

If we calculate the variance with the usual estimator of the variance of a log odds or Equation
(8.3) and insertthe weighted estimates from Table 8.3.1, we get

and a standard error of se(logodds) = 0.0073.

This answer isabout two orders of magnitude smallerthan the weighted estimate usingthe
replicate weights, and is misleading because it results in much smallerCls.

Figure 8.8.1 providesthe PROC FREQ code that will calculate the odds ratio using the replicate
weights.

Figure 8.8.1: SAS Code for Calculating Confidence Interval of Odds Ratio with Final weights

proc freq data = def analysis ;
table def * stabilized /7 or nocol norow;
weight fw0 ;

run ;

The SAS code of Figure 8.8.1 generatesthe output of Figure 8.8.2.
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Figure 8.8.2: SAS Output for Calculating Confidence Interval of Odds Ratio with Final weights

The FREQ Procedure

Table of Def by Stabilized

Def Stabilized

Frequency

Percent 0 1 Total
0 214719 474343 689062

25.63 56.62 82.24

1 26435.4 122331 148767
3.16 14.60 17.76

Total 241154 596674 837829
28.78 71.22 100.00

0dds Ratio and Relative Risks

Statistic Value 95% Confidence Limits
0dds Ratio 2.0947 2.0651 2.1248
Relative Risk (Column 1) 1.7536 1.7336 1.7739
Relative Risk (Column 2) 0.8371 0.8348 0.8395

Effective Sample Size = 837828.63086

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

Example 8.9. Estimating a Cl of an Odds Ratio with No Weights and SAS PROC FREQ

The unweighted counts for the maintenance deficiencies example are provided in Table 8.9.1.

Table 8.9.1: Unweighted Counts for Maintenance Deficiencies Example

Fewerthan 3 3 or more
maintenance maintenance Total
deficiencies deficiencies
Rent Stabilized
noo = 888 noi1=2,007 no+=2,895
Post-1947 o o o
Rent Stabilized
Pre-1947 ni =111 ni11 =517 ni+ =628
Total M40 =999 Na1=2,524 n=3523

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.

If we completelyignore the sample weights, the odds of having 3 or more maintenance
deficienciesgiventhe HU is rent stabilized pre-1947 is calculated as
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517
{Odds of Y given Rent Stabilized Pre — 1947 (X = 1)} = 7007 = 0.2576

and we estimate the oddsratio as

The log odds or the natural log of the odds ratio 4 is log odds= In(8) = 0.7231. The
unweighted variance of the log odds can be calculated using Equation (8.3) and Table 8.8.1 as

and the standard error is 5é(log odds) = 0.1121. With the estimate of @ and the standard
error, we can use Equation (7.4) to calculate the Cl of (1.6543, 2.5672)

The SAS code of Figure 8.9.1 shows how the Cls for the odds ratio can be calculated directly.

Figure 8.9.1: SAS Code for Calculating Confidence Interval of Odds Ratio without Weights

proc freq data=def analysis ;
table def * stabilized /7 or nocol norow ;
run ;

The SAS code of Figure 8.9.1 generates the output of Figure 8.9.2.
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Figure 8.9.2: SAS Output for Calculating Confidence Interval of Odds Ratio without Weights

The FREQ Procedure

Table of Def by Stabilized

Def Stabilized

Frequency

Percent 0 1 Total
0 888 2007 2895

25.21 56.97 82.17

1 111 517 628
3.15 14.67 17.83

Total 999 2524 3523
28.36 71.64 100. 00

Statistics for Table of Def by Stabilized

0dds Ratio and Relative Risks

Statistic Value 95% Confidence Limits
0dds Ratio 2.0608 1.6543 2.5672
Relative Risk (Column 1) 1.7354 1.4532 2.0724
Relative Risk (Column 2) 0.8421 0.8062 0.8796

Effective Sample Size = 3523

Source: U.S. Census Bureau, 2017 New York City Housing and Vacancy Survey.
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9. How the Replicate Weights Are Calculated

As with most large-scale household surveys, in an effortto control costs, the NYCHVS usesa
complex sample designinvolving multi-stage sampling, and unequal sampling rates. Weights
are neededinthe analysisto compensate for unequal samplingrates as well as for
nonresponse. Further, most estimates from complex samples are non-linear statistics, so
estimates of the standard errors are often obtained usingthe first-order Taylor series
approximations or replication methods such as balanced repeated replication or jackknife
replication. Therefore, the complex sample design needs to be taken into account in estimating
the precision of survey estimates. Not accounting for these sample design features will lead to
inaccurate point estimates and an underestimation of the precision. This section describes
methods used for generating point estimates and variance estimation.

Variance Estimates with Replication

Replication methods are able to provide estimates of variance for a wide variety of designs
using probability sampling, even when complex estimation procedures are used. This method
requiresthat the sample selection, the collection of data, and the estimation procedures be
carried out (replicated) several times. The dispersion of the resulting estimates can be used to
measure the variance of the sample.

In the variance estimation of NYCHVS, we use Successive Differences Replication (SDR). This
technique isembodied by the replicate factors that are producedfor the NYCHVS replicate
variance estimator.

Replicate Weights

The unbiased weights (baseweight x special weighting factors) are multiplied by the replicate
factors to produce the replicate weights. The replicate weights are furtheradjusted with the
same weighting adjustments as applied to the final weightincludinga noninterview
adjustment, the ratio adjustment for the 2010 Census frame totals, the ratio adjustment for the
in remediation frame totals, and the ratio adjustments for housing unit totals produced by
demographic analysis. For more details on the sample design of NYCHVS, please referto the
2017 NYCHVS Sample Design, Weighting, and Error Estimation document (U.S. Census Bureau,
2018). By applyingthe otherweightingadjustmentsto each replicate, the final replicate
weightsreflectthe impact of the weightingadjustments on the variance.

Replicate Factors
The theoretical basis for the successive difference method was discussed by Wolter (2007) and

extended by Fay and Train (1995) to produce the SDR method. See also Ash (2014) and
Opsomer, Breidt, White, and Li (2016). The followingisa description of SDR.
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To apply SDR to the sample, we sort the sample by borough (variable on the PUFs: BORO) and
then within borough by the same order that was used to select the original systematic sample.
Then each sample unitis assigned two rows of the given Hadamard matrix. For example, the
assignmentfor a Hadamard of order 80 would be rows (1,2) assigned to the first unit, rows (2,3)
assigned to the second unit, ... rows (80,1) assigned to the 80t unit. The assignmentis
repeatedin furthercycles until the entire sampleis assigned two rows.

For a sample, two rows of the Hadamard matrix are assignedto each pair of units creating
replicate factors, fi‘r forr=1,...,Ras

fi,r =1+ 2_3/2hi+1,r - 2_3/2hi+2,r

where
i the index onthe units of the sample
r the index onthe set of replicates

hi,r number inthe Hadamard matrix (+1 or -1) for the ith unit in the systematic sample

R the number of total replicate samplesor simply replicates

This formulayields replicate factors of approximately 1.7, 1.0, or 0.3.

Example 9.1. Successive Difference Replication

The followingisa simple example showingthe SDR method. The sample contains n = 4 units
and their weights are shown inTable 9.1.1.

Table 9.1.1: Sample Weights
Sample
Weight

1 15.00
2 23.00
3 19.00
4 16.00

Sample HU

We choose to use the following4x 4 Hadamard matrix to define the replicate factors.

+1 +1 +1 +1
+1 -1 +1 -1
+1 +1 -1 -1
+1 -1 -1 +1

H, =
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Two consecutive rows of Hs are assigned to each sample unitas denotedinTable 9.1.2.

Table 9.1.2: Assignment of Rows of the Hadamard Matrix

Sample HU Sample Weight  Row | Row Il
1 15.00 1 2
2 23.00 2 3
3 19.00 3 4
4 16.00 4 1

Pluggingthese valuesinto our replicate factor formula of Equation (2.1) we get

Sample HU 1
3 3 3 3
fi,=1+2 2h, -2 2h,, =1+2 ?(+1)-2 2(+1)=1.0
3 3 3 3 1
f1,2 =1+2 2h1,2_2 2h2,2 =1+2 2(+1)—2 2(_1):1+ﬁ51'7
3 3 3 3
fio=1+2 2h ;-2 2h,, =1+2 2(+1)-2 2(+1)=1.0
3 3 3 3 1
f,,=1+2 2h, -2 2h,, =1+2 2(+1)-2 2(—1)=1+—2;17
Sample HU 2
3 3 3 3
fo,=1+2 2h,; =2 2h,, =1+2 2(+1)-2 ?(+1)=1.0
3 3 3 3 1
f,,=1+22h,,-22h,, =1+2 2(_1)_2 2(”):1_3;0'3
3 3 3 3 1
f3,3 =1+2 th,s_z 2h3,3 =1+2 2(+1)—2 2(_1):1+ﬁ21'7
3 3 3 3

fo, =1+2 2h,,—2 2h,, =1+2 2(-1)-2 2(-1)=1.0

Sample HU 3
3 3 3

3
fop =1+2 2hy, —2 2h,, =1+2 2(+1)-2 2(+1)=1.0

3 3 3 3
3 3 3 2 1

f,, =1+2 2h,, -2 2h,, =1+2 ?(+1)-2 2(—1):1+ﬁ;1,7
3 3 3 3

f,; =1+2 2hy;—2 2h,, =1+2 2(-1)-2 2(~1)=1.0

85



3 3
2 2

3 3
- - - 1
f2,4:1+2 2h3,4_2 2h4,4:1+2 (_1)_2 (+1):1_E;0'3

Repeat the process for Sample HU #4 using rows 4 and 1, respectively.

If we calculate the replicate factors for every replicate and unitin the sample, we get the values
in Table9.1.3.

Table 9.1.3: Replicate Factors
Replicate Factors

Sample HU Replicatel  Replicate2  Replicate3 Replicate 4
1 1.0 1.7 1.0 1.7
2 1.0 0.3 1.7 1.0
3 1.0 1.7 1.0 0.3
4 1.0 0.3 0.3 1.0

Next, multiply the sample and corresponding factors to get the replicate weights of Table 9.1.4.

Table 9.1.4: Final Replicate Weights

Full Replicate Weights
Sample HU ) ) ) ]
Sample Weight  Replicate 1 Replicate 2 Replicate3  Replicate 4
1 15.0 15.0 25.5 15.0 25.5
2 23.0 23.0 6.9 39.1 23.0
3 19.0 19.0 32.3 19 5.7
4 16.0 16.0 4.8 4.8 16.0

Other Weighting Adjustments for Replicate Weights

In Example 9.1, we end at the step of adjusting the replicate base weights for the different
replicates. The nextstep is to calculate the rest of the weighting adjustments foreach set of
replicate weights. The replicate weights also account for the effect on the variance of the other
weightingfactors. Recalculatingthe noninterview and ratio adjustmentsfor each replicate
ensuresthat the randomness injected or mitigated by the different weightingadjustmentsis
representedin each of the replicate estimates. See also Judkins (1990; p. 224) and Brick and
Kalton (1996) for additional discussion of application of other weightingadjustments within
replicate weighting.
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The Factor of 4 in Equation (2.1)

The replication variance estimator of Equation (2.1) includes what looks like an odd term of 4.
This 4 is required by SDR because as Ash (2014) explains, each of the four rows of the
Hadamard matrix produce one estimator of the successive difference variance estimator. So
with NYCHVS, we need to divide the usual replication estimator by 80/4 = 20 and not 80.

The easiestsolutionto adding the 4 to the PROC SURVEY procedures of SAS is to use the
varmethod=brr(fay) optionwhich has a defaultvalue of 0.5 for the perturbing factor. SAS

will then use the 4 in the calculation of all replicates and variance estimates will be correct.

The alternativeisto use to the PROC SURVEY procedures of SAS is to use the varmethod=brr
optionand multiply the standard error by 2 or multiply the variance by 4.
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Appendix

GLOSSARY OF TERMS

This glossary providesthe definitions of several terms used with the technical document. It
includes both terms related to statistics and the sample design.

Balanced Repeated Replication (BRR) — A method of variance estimation that is often used
with two-stage sample designsthat selectone or two PSUs per first-stage strata. The methodis
valuable because it can be appliedto estimating the variance of linearand non-linear estimates.
Also, the intermediate replicate weights can be providedto data usersso that they can
estimate variances themselves using simple expressions forthe variance. The main ideas of
replication are outlined by McCarthy (1966).

Bias — The formal definition of bias of an estimator 8 of some statistic 8 is the expected value of
the absolute value of the difference between the estimatorand statistic and its expected value,
i.e.,B(0) = E|§ - 9|. Informally, the bias is a measure of how close the estimatoris to the
valueitis estimating.

Borough — A borough isdetermined by borough code variable (BORO) on the NYCHVS data
file(s). The code BORO has the values: 1 =Bronx; 2 = Brooklyn; 3 = Manhattan; 4 = Queens;5 =
Staten Island.

Calibration — As described by Deville and Sdrndal (1992), calibration isa technique that can be
usedto reduce the variance of an estimator. Sometimesitcan also have the effect of
improving the coverage of the estimator. Calibrationusesa set of known totals: eitheran
“imported totals” (Sarndal and Lundstrom, 1999) or a set of variablesthat are known for all
unitsin the universe. Calibration finds weightsthat are “close” to the original design weightsso
that the estimated known totals with the new weights are the same as the known total.

Coefficient of Variation (CV) — The square root of the variance of an estimate divided by the

estimate, i.e., ’v(@)/@.

Coverage — A measure of how wella frame and sample designincludes the universe of interest.
Usually coverage is expressed as a proportion. For example, if a study has 75% coverage then
75% of the universe of interest was included by the frame and the sample design.

Domain of Interest or Domain — A specificsubset of the universe.

Eligible / Ineligible — Refers to the whethera unit of interestisin the universe of interest or not
in the universe of interest. See also AAPOR(2011).
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Final Weight — The sample weightthat can be used with the sample to make estimates of
variables collected withthe sample. The name “final weight” isused in some sections of the
guide to distinguish the final weight from the replicate weights. The final weightis alsothe
same as the weightfor Replicate 0.

Frame — The listof unitsin the universe of interest.

Generalized Variance Function (GVF)— As explained by Wolter (2007), the GVF is a simple
model that expressesthe variance as a function of the expected value of the survey estimate.

Householder (Reference Person) — The householder (reference person)isthe household
memberor one of the household members who owns or rents the sample unit. If no household
memberowns or rents the sample unit, the first person listed is designated as the householder
(reference person). The term “reference person” is usedin the questionnaire but isreplaced by
the term householderinthe final data presentations.

Housing Unit — A housingunit is a house, an apartment, a group of rooms, or a single room
occupied or intended foroccupancy as separate living quarters.

Interviews — Interviews consists of units that are either:

° Occupied - Record Type (RECID) has a value of 1; or
° Vacant - Record Type (RECID) has a value of 3.

Interviews also have a value of 01 (Questionnaire complete) in Source Code 33
(Noninterview reason) of the NYCHVS questionnaire (Use SAS variable RECID=1, 3 on the
NYCHVS data files).

Noninterview — Units are classified as noninterviews when we expectto get interviews but
don’t for one of the followingreasons:

1. In-scope (Type A) - refused, no one home, temporarily absent, other.

2. Out-of-scope (Type C) - demolished, condemned, nonresidential, merged,
damaged by fire, boarded up, list procedure applied, no such address, other.

Units that are noninterviews have a value withinthe range of 02 - 14 (questionnaire not
complete) of Source Code 033 (Noninterview reason) onthe NYCHVS questionnaire.
Please referto the 2017 NYCHVS Sample Design, Weighting, and Error Estimation
document for more detailed descriptions of Type A Noninterviews and Type C
Noninterviews.
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Occupied Units —Sample units are classified as occupied units if they have people livingin them
at the time of observation, regardless of their condition. Units that are occupied have a value
of 1 for RECID on the NYCHVS questionnaire. Theyare units that were interviewed.

Owner Occupied — An occupied housing unitis owner occupied if the owner or co-ownerlives
in the unit, evenifit’s not mortgaged or not fully paid for. See Owner Occupied Units for values
of unitsthat are owner occupied.

Owner Occupied Units — Units having a value of 1 for RECID and a value of 1 in Source Code 115
(SC115) on the NYCHVS questionnaire.

Relative Variance, Relvariance, or Relvar — is a measure of the relative dispersionofa
probability distribution andis defined as the variance divided by the square of the estimate. It

is alsoequal to the square of the coefficientof variation, i.e., relvar(é) = v(@)/@z

Renter Occupied — An occupied housing unitis renter occupiedif the unit is rented for cash
rent or occupied without payment of cash rent. See Renter Occupied Units for values of renter
occupied units.

Renter Occupied Units — Units having a value of 1 for RECID and a value of either2 or 3 in
Source Code 116 (SC116) on the NYCHVS questionnaire.

Replicate Sample or Replicate —In replication variance estimation, we make several replicate
samples where each has a different set of weights. Each of the replicate samplesand the
correspondingreplicate weights used to make a replicate estimate that isused invariance
estimation.

Replicate Weight — The replicate weightthat can be used with the sample to make estimates of
variables collected with the sample.

Replicate 0 — Refers to the replicate that usesthe final weight.

Sample Design — Everything about the selection of unitsinto the sample that determinesthe
probability of selection for each unit. We think of estimation as separate from sample design,
in that some estimation procedures are more appropriate than others for a givensample
design, but any estimator could be used with the sample derived from a given sample design.

Sampling Fraction — The fraction of the universe that is in the sample. With an equal
probability sample design, the sampling fraction is the ratio of the sample size and the size of
the universe, oftenrepresentedas f = n/N.

Sampling Interval — The inverse of the sampling fraction. Sometimesreferredto as the “take-
every” because we take every f-1 units of the universe intothe sample.
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Standard Error — Is the square root of the variance, i.e., se(8) = [v(d).

Successive Difference Replication (SDR) — A replication variance estimation method that
mimics the successive difference variance estimatorand can be usedto estimate the variance
from a syssample design. The main ideas of replication are outline by Fay and Train (1995).

Systematic Random Sampling or sys — A random sampling method that requires selecting
samples based on a system of intervalsinan ordered population.

Unit — The following definitionis from Hajek (1981, p. 4):

“The units making up the populationS may be any elements worth studying— persons, families,
farms, account items, temperature readings, and so on — and their nature will beirrelevantfor
theoretical considerations. We shall assume that the units are identifiable by certain labels
(tags, names, addresses) and that we have available a frame (list, map) showing how to reach
any unit givenits label.”

For NYCHVS, unit of interestisthe housing unit.

Universe of interest —In finite population sampling, the universe of interest, or simply the
universe, isthe well-defined set of units for which we wouldlike to produce an estimate.

Vacant Housing Units — Vacant housingunits include vacant for sale, vacant for rent, and
vacant not for sale or rent units.

Variance or Sample Variance — Is a measure of the variability of an estimate. With finite
population sampling, variance refersto the measure of how the estimate differsif we were to
select other samples. Formally, the variance of an estimator 8 is the expected value of the
squared difference between the estimator 8 and its expected value, i.e., v(@) =

E(6- E(é))z_

1) Vacant for Sale:Vacant housingunitsthat are intended by the owner for owner-occupancy,

having:
° a value other than 1 (not dilapidated) in Source Code 23 (Condition of Unit),
° a value of 3 (vacant) for RECID (Occupancy Status), and
° a value of 2 (available forsale) in Source Code 534 (Status of unit)

2) Vacant for Rent: Vacant housing units that are intended by the ownerfor renter-occupancy,
having:
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° a value other than 1 (not dilapidated) in Source Code 23 (Condition of Unit),
° a value of 3 (vacant) for RECID (Occupancy Status), and
° a value of 1 (available forrent) in Source Code 534 (Status of unit)

3) Vacant (Notfor Sale or Rent): Sample units are classified as vacant if they were housing
unitsand there was no onelivinginthem at the time of observation. Units that are vacant

have:
° a value of 1 (dilapidated) in Source Code 23 (Condition of Unit) and a value of 1
or 2 inSource Code 534 (Status of Unit),
° a value of 3 (vacant) for RECID (Occupancy Status), and
° a value of 3 (notavailable for rent or sale) in Source Code 534 (Status of unit)
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