SOURCE AND RELIABILITY STATEMENT FOR THE SURVEY OF INCOME
AND PROGRAM PARTICIPATION (SIPP) WAVE 3 1984 PUBLIC USE FILE

SOURCE GF DJATA

The data were obtained in the third and fourth interview waves of the 1984
panel of the Survey of Income and Program quticibatioh {SIPP). The SIPP
universe is the noninstitutionatized resident population living in the
Untted States. This population includes persons ifving in group quarters,
such as dermitories, rooming houses, and religicus group dwellings. Crew
members of merchant vessels, Armed Forces personnel living in military
barracks, and institutionalized persons, such as correctional facility
inmates and nursing home residents, were not eligibie to be in the survey.
Simitarly, United States citizens residing abroad were not eligible to be
in the survey. Foreign visitors who work or attend scnool in this cauntry
and their families were eligible; al? 6thers were not eligible to be in

the survey. With these qualifications, persons who were at jeast 15 years

of age at the time of interview were eligible to be in the survey.

The 1984 panel SIPP sample is located in 174 areas comprising 450 counties
(including one partial county) and independent cities. Within these
areas, the bulk of the sample consisted of clusters of 2 to 4 Tiving
quarters (LOs), systematically selected from tists cf addresses prepared
for the 1970 decennial census. The sample was updated to reflect new

construction through March 1983,

Approximately 26,000 living quarters were cesignated for the sample. For

Wave 1, interviews were obtained frcm the occupants of about 13,300 of the



designateq;l}ving quarters. Most of the remaining 6,100 Tiving quarters
were found to be vacant, demclished, converted to nonresidential use, or
otherwise ineligible for the survey. However, approximately 1,000 of the
6,100 Yiving quarters were not interviewed because the occupants refused
to be interviewed, could not be found at home, were temporarily absent, ar
were otherwise unavailable. Thus, occupants of about 95 percent of all

eligible 1iving quarters participated in Wave 1 of the survey.

For the subsequent waves, only original samplie persons (those interviewed
in the first wave) and persons living with them were eligible to be
interviewed. With certain restrictions, original sample persons were to.
be followed even if they moved to a new address. A1l noninterviewed
households from Wave 1 were autcmatically designated as noninterviews for
all subsequent waves. When ariginal sample persaons moved without leaving
forwarding address or moved to extremely remote parts of the country,

additional noninterviews resulted.

Tabutlations in this report were drawn from interviews conducted from May
through October 1984. Table 1 summarizes information on nonresponse for
the interview months used to produce this report. Note that since most of
the September interviews come from additionai visits to those interviewed
in May and most of the October interviews come from additional visits to
those interviewed in Ju;e, the total effective sample size is roughly

equal to Ffour months cf interviews, not six.



Iable 1. Semple Size fy Month and Interview Status

Month Eligible Interviewed Noninterviewed Nonrespcnse rate 3
May 5400 4900 500 10
June 5500 4800 700 13
July 5400 i 4700 700 13
August 5500 4700 700 14
September 5600 4800 800 14
October 5600 4800 8C0 15

The estimation procedure used to derive SIPP person weights involved
several stages of weight adjustments. In the first wave, each person
received & base weight equal to the inverse of his/her probability of
selection. For each subsequent interview, each person received a base
weight that accounted far differences in the probability of selection

caused by the foTTowing‘of mevers.
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A noninteryiew_adjustment factor was applied to the weight of every cccu-
pant of interviewed households to account for househeclds which were
eiligible for the sampie but were not interviewed. (Individual nonresponse
within partially interviewed househoids was treated with imputation. WNo
special adjustment was made for noninterQiews in greoup quarters.} A factor
was applied to each interviewed person's weight to account for the SIEP
sample areas not having the same population distribution as the strata from
which they were salected.

An additional stage of adjustmert to persons' weights was performed ta
bring the sample estimates into agreement with independent monthly
estimates of the civilian {and some military) noninstituticnal populatiaon
of the United States by age, race, and sex. These independent estimates
were based on statistics from the 1980 Decennial Census of Population;
statistics on births, deaths, immigration, and emigration; and statistics
on the strength of the Armed Fcrces. To increase accuracy, weights were
further adjusted in such a manner that SIPP sample estimates would closely
agree with special Current Population Survey (CPS) estimates by type of
householder (married, single with relatives or single without relatives by
sex and race) and re1ét10nsh1p to householder (spouse or other).1 The
estimation procedure for the data in the report also involved an adjust-

ment so that the husband and wife of a househoid received the same wefght.

(e

These special CPS estimates are slightly different from the pubiished montnly

CPS estimates. The differences arise from forcing counts of hushands To agree

with counts of wives.
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RELIABILITY OF THE ESTIMATES

SIPP estimates in this report are based cn a sample; they may differ
somewhat from the figures that would have been obtained if a complets
census had been taken using the same questionnaire, instructicens, and
enumerators. There are two types of errors possible in an estimate based
on a sample survey: nonsampting and sampling. We are able to provide
estimates of the magnitude of SIPP sampling error, but this is not true of
nonsampting error. Found beltow are descriptions of sources of SIPP

nonsampling error, followed by a discussion of sampling error, fits

estimation, and its use in data aralyses.

Nonsampling Yariability. Nonsampiing errors can be attributed to many
sQurces, €.g., inability te obtain information about all cases in the
sampie, definitional difficulties, differences in the interpretation of
quastions, inability or unwillingness cn the part of the respondents to
provide corract information, inability to recall! information, errors made
in ¢collection such as in recording or coding the data, errors made in
processing the data, errors made in estimating values for missing data,
biases resulting from the differing recal?l periods caused by the rotation
pattern and failure to ?epresent all units within the universe {under-
coverage). Quality control and edit procedures were used to recuce

errors made by respondents, coders and interviewers.
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Undercqgf:age in SIPP results from missed living quarters and missed
persons ;1thin sample households. It is known that undercoverage varies
with age, race, and sex. Generaliy, undercoverage is larger for males
than for females and larger for blacks than for nonblacks. Ratio
estimation to indapendent age-race-sex population contrals partially
corrects for the bias due to survey undercoverage. However, biases exist
in the estimates to the extent that persons in missed households or missed
persons in interviewed househclds have different characteristics than
tnterviewed persons in the same age-race-sex group. Further, the in-
dependent population controls used have not been adjusted for under-

coverage in the decennial census.

As noted earlier, there was a 5% noninterview rate in Wave 1. Since then,
the noninterview rate has increased with each additicnal wave, In
addition, it should be noted that nonresponse for income and money related
items fs often greater than that for other items. The Bureau has used
complex techniques to adjust the weights for nonresponse, but the success

of these techniques in avoiding bias is unknown.

Comparability with other statistics. Caution should be exercised when
comparing data from this report with data from earlier SIPP publications or
with data from cther surveys. The comparability prabltems are caused by the
seasonal patterns to which many characteristics are subject and by

different nonsampling errors.



Sampling xg:}agility. Standard errars indicate the magnitude of the
sampiing errcr. They also partiaily measure the effect of some
nonsampling errors in responrse and enumeration, but do not measur2 any
systematic biases in the data. The standard errors for the most part
measure the variations that occurred by chance because a sample rather

than the entire population was surveyed.

The sampie estimate and its standard error enable one to construct
confidence intervais, ranges that would include the average result of al}
possible samples with a known probabitity. For example, if all possible
samples were selected, 2ach of these being surveyed under essentially the
same conditions and using the same sample design, and if an estimate and

its standard error were calcutated from each sample, then:

1. Approximately 68 percent of the intarvals from one standard error
below the estimate to one standard error above the estimate would

include the average result of all possible samples.

2. Approximateiy 90 percent ¢f the intervals from 1.6 standard errors
telow the estimate to 1.6 standard errors above the estimate would

include the average result of all possible samples.

3. Approximately 95 percent aof the intervals from two standard errors
below the estimate to two standard errors above the estimata would

include the average result of all possible samples.



The average estimate derived from all possible samples is or is not
contatned in any particular computed interval. However, far a particular
sample, one can say with a specified confidence that the average estimate

derived from all possible samples is included in the confidence interval.

Standard errors may alse be used for hypothesis testing, a procedure for
distinguishing between population parameters using sample estimates. The
most common types of hypotheses tested are 1) the population parameters
are identical versus 2} they are difrerent. Tests may be performed at
various Tevels of significance, where a lTevel of significance is the
probability of concluding that the parameters are different when, in fact,

they are identical.

A1l statements of comparison in the report have passed a hypothesis test at
the 0.10 level of significance or better, and most have passed a hypothesis
test at the 0.0% level of significance or better. This means that, for
most differences cited in the report, the estimated absolute difference
between parameters is greater than twice the standard error of the
difference. If other differences have been mentioned, the estimated
absolute gifference between parameters 1s between 1.6 and 2.0 times the
standard error of the difference. In such a case, the statement of
comparison is qualtified in some way (e.g., by use of the phrase "“scme

-

evidence").
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Note when using small estimates. Summary measures {such as means,

medians, and percent distributions) are shown in the report only when tha
base is 200,000 or greater. Because c¢f the Targz standard errars in-
valved, there is little chance that summary measures would reveal usefutl
information when computed on a smaller base. Estimated numbers are shown,
however, even though the relative standard errors of these numbers are
larger than those for the corresponding percentéges. These smailer
estimates are provided primarity to permit such combinations of the
categories as serve each user's needs. Also, care must be taken in the
interpretation of small differences. For instance, even a smali amount of
nonsampling error can cause a borderline difference to appear significanc

or not, thus distorting a seemingly valid hypothesis test.

Standard Error Parameters and Tables and Their Use. To derive standard

| errors that would be applicable to a wide variety of statistics and couid
be prepared at a moderate cost, a number of approximations were required.
Most of the SIPP statistics have greater variance than those obtained
through a simple random semple of the same size because ciusters of living
quarters are sampled for SIPP. Two parameters (dencted “a" and "b") were

developed to calculate variances for each type of characteristic.
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The "a" and 'L" parameters vary by type of estimate and by subgroup to
which the éstimate applies. Table 6 provides "a" and "b" parameters for
various subgroups and types of estimates. The "a" and “b" parameters may
be used to directly calculate the standard error for estimated numbers and

percentages,

For thase users who wish further simplification, we have also provided
general standard errors in Tables 2 through §. Note that these standard
errors must be adjusted by an "f' factor from Table & which is derived
from the “b" parameter for the type of estimate and subgroup. The general
standard errors are easier to use hecause there is no need to compute
square roots, but they are less accurate. Eecause tne actual variance
behavior was not jdentical for all statistics within a group, the standard
errors computed from either parameters or the tables provide an indication
of the order of magnitude of the standard error rather than the precise
standard error for any specific statistic. Methods for using these
parameters and tables for cocmputation of standard errors are given in the

following sections,

Standard errors of estimated numbers. The approximate standard error,
Sy¢, of an estimated number shown in this report can be obtained in two
ways. It may be obtained by use of the formuia

Sy = fs (1)



where f is the appropriate “f* factor from Table 6, and s is the standard
error on the estimate obtained by interpoiaticn from Table 2 or 3.
Alternativetly, it may be approximated by the following formula, (2), from
which the standard errors in Tables 2 and 3 were calcutated. tJse of this
formula will provide more accurate results than the use of formula (1)

above.
2
S. = Jax + bx (2)

Here x 1s the size of the estimate and "“a* and “b" are the parameters

associated with the particular type of characteristic being estimated.

I1lustration of the computation of the s:tandard error of an estimated

numpber. SIPP astimates show that there were 16,445,000 persons in non-farm
households where the mean monthly household cash income during the second
quarter of 1984 was $4,000 to $4,999. The appropriate “a“ and “b“ and

“f' parameters from Table 6 and the'appropriate general standard error from

Table 3 are
a = -.0000864, b = 19911, r = 1.00, s = 551,000
Using formula (1), the approximate standard error is

Sx = 1.00 x 551,000 = 551,000

Using formula {(2), the approximate standard errgor is

/ .
\/(-.0000864) (16,445,000)2+ (19911) (16,445,00C) = 551,CC0

17



18

The 68-parcant confidence interval as shaown by the data is from 15,894,000
to 16,996,000, Therefore, a conclusion that the average estimate derived
from all possible samples lies within a range computed in this way would

pe correct for roughly 68 percent of all possible samples.

Standard errors of estimated percentages. The reliability of an estimated
percentage, computed using sample data for both numerator and denominator,
depends upon both the size of the percentage and the size of the total
upon which the percentage is based. When the numerator and dencminator

of the percentage have different parameters, use the larger of the two
parameters. The approximate standard error, S(x’p), of the estimatad

percentage can be obtained by the formula
S(x,p) = s (3)

In this formula, ¥ is the appropriate "f" factor from Tabie 6 and s is the
standard error on the estimate from Tables 4 or 5. Alternatively, it may
be approximated by the foellowing faormula, (4), from which the standard
errors in Tables 4 and S were calculated. Use of this formula will give

more accurate results than use of formula (3) above.

- b
S(x.p) = ‘/; . p (100-p) (4)



Here x 1s the size of the subclass of households or persons in households

which is the base of the percentage, p is the percentage {0<p<l0Q), and b

is the larger of the "b" parameters oT the numerater and denominatcr.

[1lustration of the computaticn of the standard error of an estimated

percentage. Continuing the exampie from above, of the 16,445,000 persons
in non-farm households where the mean monthly household cash income was
$4,000 to $4,999, 6.8 percent were 8lack. Using formuia (3) with the "f“
parameter from Table 6 and the appropriate standard error from Table 5,

the approximate standard error is

S(x‘p) = 0.61 X 0.8 z 0-5

Using formula (4) with the "b" parameter from Table 6, the approximate

standard error is

7366

S(X,Q) - ‘4(16’445’000) (6.8) (100 - 6.8) % G.5

Consequently, the 68 percent confidence interval as shown by these dataz is
from 6.3 to 7.3 percent, and the 95 percent confidence interval is from

5.8 to 7.8 percent.

Standard error of a difference. The standard error of a difference

between two sample estimates is approximately equal to

H 2 .
S = S = 2p8 8 5
(x=y) \/sx+ y T %5y (%)

19
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where s,»§§d_sy are the standard errors of the estimates x and y and »
denotes th;.co;reTation between the two estimates. The estimates can be
numbers, percents, ratios, etc. The user should assume that p=0. [f p is
really positive {negative), then this assumption will tead to overestimates

{underestimates) of the true standard error,

Ittustration of the computation of the standard error of a difference

within a quarter. SIPP estimates show that the number of persons age 35-44

years in non-farm households with mean monthly household cash income of
$4,000 to $4,999 during the second quarter of 1984 was 3,002,000 and the
number of persons age 25-34 years in non-farm househoids with mean monthly
household cash income of $4,000 to $4,999 was 2,520,000. The standard
errors of these numbers are 243,000 agd 223,000, respectively, Assuming
that these two estimates are not correlated, the standard error of the

estimated difference of 482,000 f{s

S(x-y) = J(243',000)= + (223,000 = 330,000

Suppose that it s desired to test at the 5 percent significance levei
whether the number of persons with mean monthly household cash income of
$4,000 to 34,999 during the second quarter of 1984 was different for
persons age 35-44 years in non-farm households than for persons age 25-3¢
years in non-farm households. The difference divided by the standard error
of the gifferernce is 1.46. Since this is iess than 2, there is not a
significant difference between the two age groups at the 5 percent

signiTicance ievel.



Standard error of a mean. A mean {s defined here to be the average
quant1ty'é%';;ﬁe item {other than persons, families, or nousehclds) per
person, tamily, or hous2nold. For example, it couid be the average monthly
household income of females age 25 to 34. The standard error of a mean can
be approximated by formula (6) below. Becausa of the approximations used

in developing. formula (6}, an estimate of the standard error of the mean

obtained from that formula will generally underestimate the true standard

error. The formula used to estimate the standard error of a mean x is
5~ = b a? : (6)
x ¥

where y is the size of the base, s? is the estimated populaticn variance of
the ftem and b is the parameter associated with the particular type of

item.

The estimate¢ population variance, s2, is given by formula (7):

where it is assumed that each person gr other unit was placed in cne of ¢
groups based on the guantity of the item associated with it; pj is the
estimated proportion of_the group of interest whose values for the
characteristic (x-values) teing considered fall in group 1; x4 = (Zj.1 +
Z4)/2 where Zj_1 and Z4 are the lower and upper intervai boundaries,

resvectively, for group i. x5 is assumed to be the most representative

21
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value for the characteristic of interest in group i. If group ¢ is apen-

- —

ended, i.2.5 r™ upper intzrval boundary exists, then an aprroximate average

value is

x
"
Nl

Zc-l.

9
[1lustration of the Ccmputation of the Standard Error of Estimated Mean.

The average monthly housenold income of persons age\ZS to 34 are given by the

Tabtle A.
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Table A. Distribution of monthly household income among persons 25 to 34

Years 01d.

I Junder| $300) $600{$900 j$i,200)%1,5001%2,000{%2,500{%3,0007$3,500%4,0001%5,0001%6,000

|Total |$300 | to | to | to | to | to | to | to | to | to | to | to | and
e | | 1$599)$8991$1,199)$1,4991%1,999)$2,499($2,999|$3,499]$3,999)$4,9991$5,999] _over
| | | | I | | | | | | ]
Thousands in 139,53311328 |178712278] 2063 | 3429 | 6253 | 6129 | 4558 | 3441 | 2338 | 2520 | 1206 | 1403
interval | § | i | | | | i | | | ] i
[ | | | | | i | | | | | [ |
Percent with at] __  1100.0196.6|92.1| 86.4 } 79.1 | 70.4 | 54.6 | 39.1 | 27.6 | 18.9 | 13.0 ) 6.6 | 3.5
least as much | ! | l l ! | I l | | | |
as lower bound | | | | | i | | | | | ] | |
of interval | | i | | | | | ©o | | | | ]
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Using formula 4] and the mean monthly household cash income of $2,477 the

approximate pcpulation variance, sz, is.

(: :) (150)% +
3429

(:.39533:) (1350)% + (:

( 322 :) (3250)* + (

w

(900C)? - (2477)? = 3125212

using formula (6) the estimated standard error of a mean x

\/gglgg%laao(slzszlz) $40

Note that the standard error of the mean given {n the tables may not agree
with those computed using this formula since those in ths tables were

computed using the raw data and not grouped data.

Standard error of a median. The median quantity of some item such as income
for a given group of persons, families, or households is that quantity such
that at least half the group have as much or mors and at 12ast half the

group have as much or less. The sampling variapitity of an estimated



median depends upon the form of the distribution of the item as well as the
size of tﬁé‘;;aup. An approximate method for measuring the reliability of
an estimatea median is to determine a confidence interval about ft. (See

the section on sampling variabiiity for a general discussion of confidence
intervals.) The following procedure may be usec¢ to estimate the 68-percent

contidence limits and hence the standard error ¢f a median bDased on sample

data.

1. Determine, using either formula (3) or formula (4), the standard error

of an estimate of 50 percent of the group;

2. Add to and subtract from 50 percent the standard error determined in

step {1);

3. Using the distribution of the item within the group, calculate the
quantity of the item sucn that the percent cf the group owning more is
equal to the smaller percentage found in step (2). This gquantity will
be the upper limit for the 68-percent confidence interval. In a similar
fashion, calculate the gquantity of the item such that the percent of tne
group owning more is equal te the largar percentage found in step (2),
This quantity will be the lower limit for the 68-percent confidence

interval.

4. Qivide the ¢ifference between the two quantities determineg in step (3)

by two to obtain the standard error of the median.

25



To perform step (3), it will be necessary to interpoiate. Different methods of
1nterpolatioﬁ7§é;:be used. The most common are simptle linear interpoiation and
Paretc interpolaticn. The appropriateness of the method depends on the Torm oF
the distribution arcund the median. For this report, we recommend Pareto

interpolation uniess the median falls in the samllest celil (less than 3300

2arnings or nousehoid income), in whicn case, we recommend linear interpolation.

Interpolation is used as follows, The quantity of the item such that “p"

percent cwn more is

A N
= Eﬁ _..g. ....g i
xpN A1 exp | Ln (Nl) Ln (Al )/Ln (Nl) (8

if Pareto interpolation is indicated and

X, = . (A

o Ay + Ay (9)

if lirear interpolation is indicated,

where N = sizs of the group,

A1 and Ap = the quantities of tne ftem which can be easily seen to be the
tower and upper bounds, respectively, of the interval in which
Xon falls,

N1 and Np = the estimated number of group membars owning more of the itlem

than A1 and A, respectiveiy,
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refers to the expotential function, and

exp

i
a3
{l

refers to the natural logarithm function.

It should be noted that a mathematically equivalent result 1s abtaired by using

common iogarithms (base 10) and antitogarithms.

I1lustration of the Computation of a Confidence Internal and the Standard
Error for a Median

To fllustrate the calculations for the sampling error on a median, we return to
the same example used to illustrate the standard error of a mean. The median

menthly income for this croup is $2,122. The size of the group is 39,533,CC0.

1. Using formula (4), the standard error of 50 percent on a base of 33,533,000

is about 1.1 percentage points.
2. Following step (2), the two percsntages of interest are 48.9 and 51.1.

3. By examining Table A, we see that the percentage 48.§ falls in the inccme
tnterval from $2,000 to $2,499. Thus A} = $2,000, Az = 32,500, Nj =
21,595,000, and Nz = 15,466,000. Since the median is greater than $300,
Pareto interpolation is indicated. So the upper bound of a 68% conficence

interval for the median.is

- (.489)(39.533.000) 2500 15,466,0C0 2 en
(32000} exp [Lﬂ( 21,595,000 Ln 2000 Ln m $2154



Also by examining Table A, we see that the percentage of 51.1 Falls in the
same income interval, Thus, A1, Az, Ni, and Ny are the same. So the

Tower bound of a 68% confidence interval for the median is

(.511)(29,533,000) } 2500 {15 466,000 .
($2000)exp [Ln( i o | 555 1/ b s ] & seom
/

™

\

Thus, the 68-percent confidence interval on the estimated median is frem

$2091 to $2154. An approximate standard error is $2154,5 52091 $32.

Standard errors of ratiogs of means and medians. The standard error for a

ratio of means or medians is approximated by formula (10):

@ JOT (2]

y

where x and y are the meéns or medians, and 5¢ and S, 2re their

associated standard errors. Formuia (10)assumes thati the means or medians
are not correlated. If the correlaticon between the two means or medians is
actually positive (negative), then this procedure will provice an
overestimate (underestimat2) of the standard error for the ratic of means

and medians.



Table 2. Standard Errors of Eztimated htumbers of Houssrholde
oo Families/ tdnrelated Fercons (Numbers in Thou-—

| Brandard | v Standard
Bize of Estimate i Error i\ Size of Estimate | Error
__________________________ : e : it it o . i st e o e e v e s | i i e i e e

200 7

Z00 45 13, 000 =71

S00 33 25,000 IS0

7560 74 TJ0, 000 S69

1, 000 82 40,000 289

2,000

30,000
Tia QOO0 60, 000

S e 00 70, 000

7,500 216 80, 000 255
10,000 245 T, OO0 7
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Table Z. standard Errors of Es
pumhers in Thousands

i Standard
Si1ze of © ! Error

00 77
U0 109

1,000

T 000

S, D00 Nt )
8,000 A
11,000 457

12,000
15, 000
17,000
22,000

28, OO0

80, OO0
100, 000
130, 000
135, Q00

150, 000
160,000
180, 000
200, OO0

210, 000

220, 000

y Btandard
i Error

g85
1,020
1,062
1,082
1,035
1,02

a7

725
609

446

'
i
i
V
i
i
1
1
;
)
)
:
i (=1=1)
'
'
i
]
:
i
1
[
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Table 6: SIPP Generalized Variance Parameters for Topical Modules of Third Wave

PERSONS1/ | a b £
Total or White

16+ Program Participation
and Benefits (2)

Both Sexes -0.0000943 16,059 .90
Male -0.0001984 16,059 .90
Female -0.0001796 18,059 .90

16+ Income and Labor Force (5)

Both Sexes -0.0000321 5,475 .52
Male -0.0000677 5,475 .52
Female ~0.0000612 5,475 .52
Health and Disability (3) -0.0000028 8,031 .64
Educational Attainment (4) —-.00000471 6.073 .58

All Others2/ (6)

Both Sexes -0.0000864 19,911 1.00
Male -0.0001786 19,911 1.00
Female -0.0001672 19,911 1.00
Black (1)
Both Sexes -0.0002670 7,366 .81
Male -0.0005737 7,386 .61
Female -0.0004933 7,366 .61
HOUSEHOLDS/Families/Unrelated Individuals
Total or White -0.0000744 6,766 1.00
Black -0.0004661 4,675 .83

1/por cross-tabulations., apply the parameters of the category showing the
smaller number in parentheses.

2/These parameters are to be used for all tabulations not specifically covered by
any other category in this table, e.g., for retirement and pension tabulations,
for O+ benefits, O+ income, and O+ labor force tabulations.
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