SOURCE AND RELIABILITY STATEMENT FOR THE SURVEY OF INCOME AND
PROGRAM PARTICIPATION (SIPP) 1985 PUBLIC USE FILES

DATA COLLECTION AND ESTIMATION -

Source of Data. The data were coliected in the 1985 pane! of the Survey of Income ana Program Paricipation
(SIPP). The SIPP universe is the noninstitutionalized resident population living In the United States. This
population includes persons living in group guarters. such as dormitories, rooming houses. ana religious Qroun
dweliings. Crew members of merchant vessels. Armed Forces personne! living in military barracks. and
institutionalized persons. such as carrectiona! faciiity inmates and nursing home residents. were not eligiole 10
be in the survey. Also. United States citizens residing abroad were not eligible 10 be in the survey. Foreign
visitors who work or attend school in this country and their families were eligibie: all otners were not sligitle 1o
be in the survey. With the exceptions noted above, persons who were at least 15 years of age at the ume of the
interview were eiigible to be in the survey.

The 1985 panel SIPP sampie is located in 230 Primary Sampling Units (PSUs) each consisting of a county or &
group of contiguous counties. Within these PSUs. expected ciusters of 2 or 4 living quarters (LCs) were
systematically selected from lists of addresses prepareg for the 1980 decennial census (0 Iorm the bulk of the
sampie. To account for LQs built within eacn of the sample areas after the 1980 census. a sample was arawn c:
permits issued for construction of residential LQs up until shortly before the beginning of the panel. In
jurisdictions that do not issue building permits. smail land areas were sampled and the LQs witnin were nsteg v
‘ield personnel and then subsampled. In addition. sample LQs were selected from suppiemental frames :nat
inciuded LQs identified as missed in the 1980 censuys and group quarters.

Approximatety 17,800 living quaners were originally designated for the sample. For Wave 1, interviews were
obtained from the occupants of about 13,400 of the 17,800 designated living quarters. Most of the remaining
4,400 living quarters were found to be vacant. dernolished. converted to nonresidentiai use, or otherwise
ineligible for the survey. However, approximately 1,000 of the 4,400 living quarters were not interviewed
because the occupants refused to be interviewed. couid not be found at home, were temporarily absent. or
were otherwise unavailable. Thus. occupants of about 93 percent of all eligibie iiving guarters carticinated in
Wave 1 of the survey. For Wave 5. occupants of about 82 percent of ail eligible living quarters parnticipated in
the survey.

For Waves 2-3, only original sample persons (those in Wave 1 sampie househoids and intervieweg in Wave !
and/or 2} and persons living with them were eligible to be interviewed. With certain restrictions. criginal samuoie
persons were o be followed even if they moved to a new address. When original sampte persons moved
without leaving a forwarding address or moved 1o extremety remote parts of the country and no telephone
number was avaiiablie, additional noninterviews resulted.

Sampie households within a given pane! are divided into four subsamples of neany equai size. These
subsamples are calied rotation groups 1, 2, 3, or 4 and one rotation group is interviewed each month. Eacn °
household in the sampie was scheduled to be interviewed at 4 month intervals over a perioc of rougnly

2 1/2 years beginning in February 1985. The reference period for the questions is the 4-month period preceaing
the interview month. In general, one cycle of four interviews covering the entire sampie. using the same
questionnaire, is called a wave. The exception is Wave 2 which covers three interviews.

The public use files include core and supplemental (topical moduie) data. Core guestions are repeated at eacn

interview over the life of the panel. Topical modules include questions which are astfed Oniy IN Ceram waves,
The 1985 panel topical moaules are given in Tabte 1.
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Table 2 indicates the reference months and interview month for the collection of data from =acn rotation greus
‘ci_' the 1985 panel. For exampie. Wave 1 rotation group 2 was interviewed in February 1583 ang gata for tne
reference months Qctober 1984 througn January 1985 were coilected.

Table 1. 1985 Panei Topical Modules

Nave Topicat Module

1 None
2 None

3 Assets
Liabilities

Marital History

Fertility History

Migration History

Household Relationsnips

Support for Non-nousencid Mempers
Work Related Expenses

'R

3 Annuai income

Taxes

individual Retirement Accounts
Educational Financing and Enroiiment

6 Child Care Arrangements
: Child Support Agreements
Support for Non-househoid Members
- Job Offers
Health Status and Utilization of
Health Care Services
Long-Term Care
Disabilitv Status of Children

7 Assets

Liabiities

Pension Plan Coverage

Lump Sum Distributions from
Pension Plans

Characteristics of Job from
which Retired

Characteristics of Home Financing
Arrangements

8 Annual Income
Taxes
Individual Retirement Accounts
H Educational Financing and Enroiiment
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Assignment of Weights. The estimation procedure used to derive the SIPP person weignis invoives severa
stages. These include aetermining the base weight, adjusting for movers and nonINterviews. 2ajusting (o
account for the SIPP sample areas not having the same population QistnDUtion as the strata rom whicn théw
~ere selected and adjusting persens’ weignts ta oring sampie esumales INto agresment wir :noeoendsnt
gopulation astimates.

tach person received a base weight equal to the inverse of his/her probability of selecticn. The SiPP tase
weight W indicates that each SIPP sample person represents approximately W persons in the SiPP universe.
Seginning in Wave 4, base weignts were adjusted to account for a February 1986 (Wave 4, rotanon 2) sample
cut impiemented for buagetary reasons. It dropped about 2.000 eligible housing unas trom the samole.
Noninterviews as weil as intefviews were subject 10 the cUt. |n some instances. the base weignt was aiso
adjusted to reflect subsampling done in the fieid. For each subsequent interview. each person received a tase
weight that accounted for following movers. '

A noninterview adjustment factor was applied 1o the weight of each interviewed person to account for persens
in noninterviewed occupied living quarters which were eligible for the sampie. (individual nonresponse within
partially interviewed housenalds was treated with imputation. No special adjustment was made for
noninterviews in group quarters.) A first stage ratio estimate factor was applied 1o each interviewed person’s
weight to account for the SiPP sampte areas not having the same population distribution as the strata from
which they were setected. In panticular, the first stage ratio estimate factors make agjustments v reQion. race.
and by metropoiitan and non-metropoiitan residence defined as of June 1984.

An additionat stage of adjustment to persons’ weights was performed to reguce the mean square error of the
survey estimates. This was accomplished by bringing the sampie estimates into agreement with :ngepencent
monthly estimates of the civilian (and some miiitary) noninstitutional pcpuiation of the United States oy age.
race, Spanish origin, and sex and with special Current Population Survey (CPS) estimates of the prevalence of
ditferent types of householders (mamied, singie with relatives or singie without refatives by sex and race) and
different relationships to househciders (spouse or other). The independent estimates were based on statistics
from the 1980 Decennial Census of Popuiation; statistics on births, deaths, immigration and ermigration; and
statistics on the strength of the Armed Forces. Also, husbands and wives were assigned equat weights. As a
result of these adjustments, the following types of consistency are attained by race and sex on a menthly tasis:

1. The sum of weights of civilian (and some military) noninstitutionaiized persons agrees with independent
estimates by age-race-Spanish origin-sex groups.

2. The sum of weights of civilian {and some miiitary) nopinstitutionalized persons is within a close
tolerance of special CPS estimates by householder type and relationship to housenoider. (The special
CPS estimates are simiiar but not identical to the moenthly CPS estimates.)

3. Husbands and wives living together have equal weights. Thus, if a characteristic is necessarily shared
by a husband and wife (such as size of family), then the sampie estimata of the number of husbanas
with the characteristic wiil agree with the cofresponding estimate far wives.

Two sources of error were identified in weighting of the 1985 panel. Two first stage factors were incorrect and
inconsistent independent controls (independent estimates) were used during the second stage ratio adjustment
procedure. The impact of these two error sources on primary SIPP estimates is believed to be minimal.

The first stage factors used for Blacks not in a Metropoiitan Statistical Area (MSA) in the Midwest and for
non-Blacks not in an MSA in the Midwest wers incorrect. If the correct factors were used. it is expected that
totals at the national level wouid'be less than 1 percent higher while the impact on the estimated number of
Blacks with a given characteristic will be negligible. Totals for non-Blacks at the nationa leve!. for the population
not in an MSA, and for non-Blacks in the Midwest would exhibit an increase of about 2 percent and totals for
non-Blacks not in an MSA in the Midwest wouid be about 7 percent higher. Since the farm population is heavily
concentrated in areas not in an MSA in the Midwest, farm popuiation estimates would be most affected by the
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errors in the first stage factors. Note that these effects wouid be cbserved with estimates based cn weights aftzr
ine first stage adjustment. As a result of second stage weighting adjustments. the effects wiii be decreaseq.

independent controi counts (independent estimates) of total poputation and Hispanics by reference month usea
during the second stage ratio adjustment portion of the weighting are meant to be consistent. However. tne
Cctober, November, and December 1985 controis for Hispanics inciuded illegal aliens while those for the tota!
poputation did not. Totat estimates based on these inconsistent controls cormpared to estimates based on
controls without illegal aliens will not be affected. For monthly and quarterty estimates. non-Hispanic totals wiii
be iess than 0.3 percemt lower, totals for Hispanics and Hispanic mates will be about 4 percent nigner, ana totais
for male Hispanics between the ages of 15 and 24 wiil increase by about 8 percent. For Wave 3 and annual
estimates. non-Hispanic totals wiil be less than 0.1 percent lower, totals for Hispanics and Hispanic males will be
about 1 percent higher, and totats for male Hispanics between the ages of 15 and 24 will increase by less than 2
percent. The effects on Wave 4 estimates wiil be between the Wave 3 and annual and the monthty and quarteny
estimate effects.

Use of Weights. Each household and each person within each household on each wave tape has five weignts.
Four of these weights are reference month specific and therefora can be used only to form reference month
estimates. To form an estimate for a particutar month, use the reference month weight for the month of
interest, summing over ail persons or households with the characteristic of interest whose reference period
incluges the month of interest. Muitiply the sum by a factor to account for the number of rotations contributing
data for the month. This factor equats four divided by the number of rotations contributing aata for the montn.
For example. December 1984 data is only available from rotations 2, 3, and 4 for Wave 1, so a factor of 4/3 must
be applied. January 1985 data is availabie from all four rotations for Wave 1, so a factor of 4/4 = 1 must be
applied. Reference month estimates can be averaged to form estimates of monthly averages over some period
of time. For example, using the proper weights, one can estimate the monthly average numpoer of households in
a specified income range over November and December 1984 from Wave 1. The remaining weight is interview
month specific. This weight can be used to form estimates that specificaliy refer to the interview month (e.g..
total persons currently looking for work), as well as estimates referring to the time period including the inter-
view month and all previous months (e.g., total persons who have ever sarved in the military). These tapes
contain no weight for characteristics that involve a person’s or household’s status over two or more months
(e.g.. number of househoids with a 50 percent increase in income between November and December 1984)

When estimatas for months without four rotations worth of data are constructed from a wave file. factors greater
than 1 must be applied. However, when core data from consecutive waves are used together. data from ail four
rotations may be available. in which case the factors are equai to 1.

To estimate monthly averages of a given measure (e.g., tctal, mean) over a number of consecutive months. sum
the monthly estimates and divide by the number of months.

Producing Estimates for Census Regions and States. The total estimate for a region is the sum of the state
estimates in that region.

Estimates from this sampie for individuai states are subject 10 very high variance and are not recommended”
The state codes on the file are primarily of use for linking respondent characteristics with appropriate contextual
variables (e.q., state-specific welfare criteria) and for tabulating data by user-defined groupings of states.

Producing Estimates for the Metropolitan Population. For Washington, DC and 11 states, metropolitan or
non-metropolitan residence is identified (variabie H*-METROQ, characters 94, 382, 670. and 958). In 34
additional states, where the non-metropolitan population in the sampie was small encugh 1o present a
disclosure risk. a fraction of the metropolitan sampie was recoded so as to be indistinguishatle from non-
metropoiitan cases (H*-METRO=2). Inthese states, therefore, the cases coded as metropotitan
(H*-METRQ = 1) represent oniy a subsample of that popuiation.



in producing state estimates for a metroooitan charactenstic, muitiply the mamdual. famiy, 27 ncusenoig
weights by the metropoiitan infiation factor for that state. presented in Table 6. (This inflation :actor
compensates for the subsameoiing of the metropolitan poputation and is 1.0 for the states wan ccmplete
sentfication of the metropaiitan population.; The same procegure appiies wnen crea:ng esrmates 1or
carticuiar identified MSA's or CMSA’s - apply the factor appropriate to the state. For muit-state MSA's. use (e
‘actor appropriate to each state pant. For example, to tabutate data for the Wasnington. OC-M0-VA MSA. apoiv
:he Virginia factor of 1.0521 to weights for residents of the Virginia part cf the MSA: Manpane ang OC resigents
require no modification to the weights (i.e., their factors equal 1.0).

'n progducing regional or nationai estimates of the metropoiitan population. i is also necessarv 10 comoensala
for the fact that no metropoiitan subsampie is identified within two states (Mississippi ano West Virginia) and cne
state-group (North Dakota - South Dakota - lowa). Thus, factors in the nght-hana coiumn of Tzble 6 shouid te
used for regional and nationai estimates. The resuits of regional and national tabuiations of the metropalitan
popuiation will be biased slightly. However, iess than one-half of cne percent of the metropoiitan population is
not represented.

Producing Estimates for the Non-Metropaolitan Population. State, regionai, and national estimates of the non-
metropolitan popuiation carnot be computed directly, excapt for Washington, DC and the 11 states where the
factor for state tabulations in Table 6 is 1.0. In all other states. the cases identified as not tn the metropalitan
supsampie (METRQO =2) are 2 mixture of non-metropelitan and metropeiitan housenoids. Cniv an indirect
methoad of estimation is available: first compute an estimate for the total population. tnen suotract the esumate
for the metropolitan population. The resuits of these tabulations wiil be siightly biasea.

REUIABILITY OF THE ESTIMATES

SIPP estimates obtained from the public use files are based on a sampie; they may differ somewnat from the
figures that wouid be obtained if a complete census had been taken using the same guestionnaire, instructions.
and enumerators. There are two types of errors possible in an estimate based on a sample survey:
nonsampiing and sampling. The magnitude of SIPP sampling error can be estimated. but this is not true of
nonsampiing error. Found below are descriptions of sources of SiPP non-sampling error, followed by a
discussion of sampiing error, its estimation, and its use in data analysis.

Nonsampling Yariability. Nonsampling errors can be attributed 10 many sources, e.g., inaoility {0 obtain
information about all cases in the sample, gefinitional difficulties, differences in the interpretation of guestions.
inability or unwiiiingness on the part of the respondemnts to provide correct information. inapility 10 recall
information, errors made in cotiection such as in recording or coding the data. errors maage n orocessing the
data, errors made in estimating values for missing data, biases resuiting from the differing recail periods causea
by the rotation pattern used and failure to represent all units within the universe (undercaverage). Quality
control and edit procedures were used to reduce errors made by respondents, coders and interviewers.

Undercoverage in SIPP resuits from missed living quarters and missed persons within sample households. !t is
known that undercoverage varies with age, race, and sex. Generally, undercoverage is larger for males than for
females and larger for Blacks than for nonblacks. Ratio estimation 10 independent age-race-Spanish onigin-sex
population controis partiaily corrects for the bias due to survey undercoverage. However. biases exist in the
estimates to the extent that persons in missed housaholds or missed persons in interviewed households have
differant characteristics than the imterviewed persons in the same age-race-Spanish origin-sex group. Further,
the independent population controls used have not been adjusted for undefrcoverage in the decennial census.



The following table summarizes informaton on housenoid nonresponse ior the interview mening ior Wave

Sample Size, by Month and interview Status

Aousensid Units Eligible

Montn Total inter- Not Inter- Non-Response
viewed viewed Rate (X}
Fep 1985 3,500 3,300 300 7
Mar 1985 3,600 3,400 200 ) )
Apr 1985 3,800 3,400 2o &
May 1985 3,600 3,300 300 7

ue to rounding of all numpers at 100. there are some inconsistencies. The nan-response rale was calculatea
Jsing unrounded numboers.

Additional noninterviews and the sample cut implernented in February 1986, resuited in the interviewed sample
size decreasing 10 about 10.800 for Wave 5. Sample loss at Wave 1 was apout 7 percent ang increased 10
roughly 19 percent at the end of Wave 5. Further non-interviews increased the sampie {oss accut 1 percent fcr
each of the remaining waves.

Some respondents do not respond to some of the questions. Therefore, the overall nonresponse rate for some
tems such as income and other money reiated items is higher than the nonresponse rates in the above table.
The Bureau has used compiex techniques to handle nonresponse, but the success of these techniques in
avoiding the bias resuiting from overall nonresponse is unknawn.

Comparability with other statistics. Caution should be exercised when comparing data from these fites with
data from other SiPP products or with data from other susveys. The comparability probiems are caused by the
seasonai patterns for many characteristics and by different nonsampling errors.

Sampling varisbility. Standard errors indicate the magnitude of the sampling error. They 2150 pamnially
measure the effect of some nonsampling errors in response and enumeration, but do not measure any
systematic biases in the data. The standard errors for the most part measure the variations that occurred by
chance because a sampie rather than the entire population was surveyed.

Confidence intervais. The sampie estimate and its standard error enable one to construct confidence intervats.
ranges that would inciude the average resuit of all possibie sampies with a known probability. For exampile, if ali
possible samples were selected, each of these being surveyed under essentiaily the same conditions and using
the same sample design, and if an estimate and its standard error were caiculated from each sample. then
approximately 90 percent of the intervais from 1.6 standard errors below the estimate to 1.6 standard errors
above the estimate would inciude the average resuit of all possible samples.

The average estimate derived from all possible sampies is or is not contained in any particutar computed
interval. However, for a particular sampie. one can say with a specified confidence that the average estimate
gerived from all possible sampies is included in the confidence interval. .

Hypothesis Testing. Standard errors may aiso be used for hypothesis testing. a procequre for distinguishing
between popuiation parameters using sampie estimates. The most common types of hypotheses tested are
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1) the popuiation parameters are identical versus 2) thay are different. Tests may be periormeq at vanous
‘evels of significance, where a levei of significance is the probability of conciuaing that the carameters are
different when, in fact, they are identical.

70 perform the most common test, let x and y be sample estimates of two parameters of interest, A supsequent
section explaing how to derive a standard error on the difference x-y. if the estimatea absaiute ¢ifference
cetween parameters is greater than 1.6 times the standara error of the difference, then the coservea cifference
's significant at the 10 percent levei. In this event, it is commonily accepted practice 19 say that the parameters
are different. Of course, sometimes this conciusion will be wrong. When the parameters are. in fact. the same.
there is a 10 percent chance of concluding that they are different. We recommend that users repom only tnose
differences that are significant at the 10 percent level or better.

Note when using small estimates. Because of the iarge standard errors invoived. there is iittle chance that
estimates will reveal useful information when computed on a base smailler than 200,000. Nonsampling error in
one or more of the smail number of cases providing the estimate can cause large reiative error in that panticuiar
estimate. Also care must be taken in the interpretation of small differences. For instance, in case of a boraenine
difference. even a small amount of nonsampiing error can lead to a wrong decision about the hypotheses. thus
distorting a seemingly vaiid hypothesis test.

Slandard Error Parameters and Tables and Their Use. To derive standard errors that would be aoplicaole to
3 wide variety of statistics and couid be prepared at a moderate cost, a number of approximations were
required. Most of the SIPP statistics have greater variance than those obtained through a simple rangom
sample because clusters of living quarters are sampied for the SIPP. Two parameters (denoted “a” and "'b")
were developed to quantify these variances. These “a" and “b” parameters are used in estimating standard
errors of survey estimates. The “a" and “b"” parameters vary by type of estimate and by subgroup 10 which the
estimate applies. Table 4 provides base “a” and “b’" parameters for various subgroups and types of estimates.
The factors provided in Table 5 when muitiplied by the base parameters for a given subgroup and type of
estimate give the “a" and “b” parameters for that subgroup and estimate type for the specified reference period.
For exampie, the base “a” and “b” parameters for total income of househoids are -0.0001062 and 9407,
respectively. For Wave 1, the factor for October 884 Is 4 since oniy 1 rotation of data is available. So, the “a”
and “b" parameters for total household income in October 1984 based on Wave 1 are <0.0004248 and 37.628,
respectively. Also for Wave 1, the factor for the first quarter of 1985 is 1.2222 since 9 rotation months of data are
available (rotations 1 and 4 provide 3 rotation months each, while rotations 2 and 3 provide 1 and 2 rotation
months. respectively). So, the “a" and “b" parameters for total househoid income in the first quarter of 1985
are -0.0001298 and 11,497, respectively for Wave 1.

The “a” and “b" parameters may be used to directly caicuiate the standard error for estimated numbers and
percentages. Because the actual variance behavior was not identical for all statistics within a group, the
standard errors computed from these parameters provide an indication of the order of magnitude of the
standard error for any specific statistic. Methods for using these parameters for direct computation of standard
errors are given in the following sections.

Procedures for calculating standard errors for the types of estimates most commonly used are descnibed beiow.
Note specifically that these procedures appty only to reference month estimates or averages of reference montn
estimates. Refer to the section “Use of Weights" for a detailed discussion of construction of estimates. Stratum
codes and half sampie codes are included on the tapes to enable the user to compute the variances directly by
methods such as balanced repeated replications (BRR). Willlam G. Cochran provides a list of references
discussing the application of this technique.’

Standard errors of estimated numbers. The approximate standard error of an estimated number can be
obtained by using formuia (1).

1. Cochran. William G. (1977), Sampling Techniquas, 3rd Edition. New Yori: John Wiley and Sons. .321.



5= ax - bx i1y
~ere x is the size of the estimate and "a" and ‘b’ are the parameters associated with the caricyar vpe of
Characteristc for the appropriate reference pencd.

Illustration. Suppose that the SIPP esumates from Wave 1 show an estimated 31.555.000 persons in non-tarm
househalds with a mean monthly househoid cash income of $4.000 or over during January 1985 for wnicn tour
rotations of data are available. Then the appropriate base “a” and “'b" parameters and factor 1o use i
caiculating a standard error for the estimate are obtained from tabies 4 anc 5. They area = -3.0000446 ang = =
7612 with a factor of 1.0,

Using formula (1), the approximate standard error is

\/' (-0.0000446) (31,555,000)° + (7612) (31.555.000) == 442.479
The 90-percent confidence interval as shown by the data is from 30,847.034 {0 32.262.966.

Standard errors of estimated percentages. This section refers to percentages of a group of persens. families.
ar households possessing a particuiar attribute (e.g., the percentage of housenaids receiving igoa stamps).

The reliability of an estimated percentage. computed using sampie data for both numeratar ang denominator.
depends upon both the size of the percentage and the size of the total upon which the percentage s baseq.
Estimated percentages are relatively more reliabie than the corresponding estimates of the numerators of the
percentages, particulany if the percentages are 50 percent or more, e.g.. the percent of people empioyed. When
the nurneratar and denominator of the percentage have different parameters, use the parameters for the
numerator. The approximate standard error, S, o ot the estimated percentage p can be cobtained by the formula

b
S =7\ /™ (p{100-]) @
X
Here x is the size of the subclass of households or persons in households which is the base of the percentage. =
is the percentage (0<p<100), and b is the "'b" parameter for the numerator.

Hiustration. Continuing the exampie from above. suppose Wave 1 data shows that of the 31.533.000 persons in
non-farm househoids with a mean monthly household casn income of $4.000 or over, $1.9 percent were White.
Using foermula (2) and the appropnate base b” parameter and factor from tabtes 4 and 5. the approximate
standarag error is

!

{7.612) (91.9) (100-91.9) == 0.4 percent
(31,555,000)

Cansequently, the S0 percent confidence intervai as shown by these data is from 91.3 to 92.5 percent.

Standard error of a mean. A mean is defined here to be the average gquantity of some item (other than
persons, families, or households) per person. family, or household. (For the mean of these other items.
compute the standard error using formula (9).) For exampie, the mean could be the average monthty
householid income of females age 25 to 34. The standard error of such a mean can be approximated by formula
(3) below. Because of the approximations used in developing formula (3), an estimate of the standarg error cf
the mean obtained from that formuia will generaily underestimate the true standard error. The formuia useg tc
estimate the standard error of a mean X is

b

=

s = s* {3)
xJ * y
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woere v is ine size of the base. s° is the esimared ccpuiation vanance <t he 12T inT 2
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it is assumed that eacn person or other unit was piaced in one cf ¢ groups: p s tne esimateq proporicn ¢t
groupiix = (Z + Z)/2wnereZ ana Z are the lower ana upper intervai bounaaries. respeclvely. for grous !
< 1S assumed to be the mosl representative value for the characteristic of intérest in gréus 1. F 27uUD € 1§ 2230-
enaedq. i.e., NO UPPEr interval bounaary exists, then an approximate vaiue 1or x_1$

b 4 =

. 3 Z, 8)
i 2

[llustration. Suppose that based on Wave 1 data. the distribution of monthly income for cersons age 25 tc 24
during January 1985 is given in the following table.

Table 3. Distribution of Monthly Income Among Persons 25 To 34 Years Qld.

Under 3300 $400 $%00 $1,200 $1,500 $2,600 $2,500 $3,000 $3,5C0 $&4,0C0 $5.200 36,200
Totat 3300 o to to to to 149 -} te ta w2 - 3nc
3599 5399 $1,199 $1,459 51,999 $2,499 $2,999 $3,499 £3,999 - 359 £5 5359 ver

“housanas in 39,851 1371 1451 2259 :734  3.52 5278 S799 -T30 V3 lITF 2873 R "33
interval
Percent with ar -- °00.0 56.6 2.4 86.7 79.9 71.2 S5.5 8.9 25.1 9.7 3.4 &8 3.7

least as muen
as (ower bound
af intervat

Using formuia (4) and the mean monthly cash income of $2.530 the approximate population variance. §¢. is

s* = 1371 (150)* - 1.651 (4502 - ...
39.851 39,851

- 1,493 (9,0000%
39,851

(2,530)) = 3.155.887.
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Using formuia {3), the appropriate base b’ parameter and factor. the esumated stangarc 27or cra meanx 3

L =. __T512 3.158.887) = §25
£39.851.000

Standard error of a median. The megian quantity of Some item sucn as iNcome for 2 given Qroup of Persens.
families. or households is that quantity such that at least half the group have as much or more ana at east half
‘the group have as much or less. The sampling variability of an estimated median denends uoon the form of the
distribution of the item as well as the size of the group. An approximate method ior measuring the reliability of
an estimated median is to determine a confidence interval about it. (See the section on sampiing variability for a
general discussion of confidence intervals.) The following procedure may be used to estimate the 68-percent
confidence limits ana hence the standard error of a median based on sampie data.

1. Determine, using formuia (2}, the standard error of an estimate of 50 percent of the group:
2. Add 10 and subtract from 50 percent the standard error determined in step (1);

3. Using the distribution of the itern within the group, calculate the quantity of the item such that the
percent of the group owning more is equal to the smaller percentage founa in steo (2). This quantity v
be the upper limn for tne 68-percent confidence intervat. !n a similar fasnion. caicuiale tne quantty ¢t
the item such that the percent of the group owning maore is equal to the larger percenrage founa i sien
(2). This guantity wiil be the iower limmt for the 68-percent confidence intervat:

4. Divide the difference between the two guantities determined in step (3) by two to optain the stangarc
error of the megian.

To-perform step (3), it wiil be necessary to interpolate. Different methods of interpolation may be used. The
most common are simptle linear interpolation and Pareto interpolation. The appropriateness of the method
depends on the form of the distribution around the median. If density is dectining in the area. then we
recommend Pareto interpolation. If density is fairly constant in the area, then we recommend linear
interpoiation. Note, however, that Pareto interpolation can never be used if the intervai contains zero or
negative measures of the item of interest. Interpotation is used as foilows. The guantity of the item such that

Yy}

p' percent own more IS

X, = A exp'ln zN\ Ln _A_ | /_./ Ln _r\i\ (7)
N/ \ A_// N

if Pareto interpolation is indicated and

N_‘- PN
X=~ = (Az ~A) = A (&)
N -N, :

1

if finear interpoiation is indicated.

where
N is size of the group,
A and A, are the iower and ypper bounds. respectively, of
the intervat in which X__ falls.
N and N2 are the estimated number of group memoers cwning

more than A and A, respectively,
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exp refers 1o the exponential function. and
Ln refers to the naturat logarthm functicn.

't snould be notead that a mathematcaly equivaient rasull is cbtained by Using CCmmen (Sgarnm™s Lase
ina antiiogarrehms.

lllustration. To illustrate the caicuiations for the sampling error on a median. we return tc the same examoie
used to illustrate the stanaard error of a mean. The median monthly income for this group is $2.1£8. The size ¢
the group is 39.851,000.

1. Using formula (2), the standard error of S0 percent on a base of 39.851.000 is about .7 cercentage
points.

2. Foliowing step (2), the two percentages of interest are 49.3 and S0.7.

3. By examining Table 3. we see that the percentage 49.3 falls in the income interval from $2.C00 to
$2.499. (Since 55.5 percent receive more than $2.000 per month. but only 40.9 percent receive mare
than $2,500 per month. the doilar vaiue corresponding 1o 49.3 percent must be between $2.000 and
§2.500.) Thus A = $2.000.A, = $2.500,N = 22,106.000. and N_ = 16.307.000.

in this case, we decided to use Pareto interpolation. Therefore, the upper bouna of a 68-percent conidence
interval for the median is

$2,000 exp :Ln  (.493)(39.851.000)\ Ln/ Ln . 16.307.000) = 32431
22,106.000 \ 2000/ / 22.106.000/

Also by examining Table 3, we see that §0.7 falls in the same income interval. Thus, A , Az N, and N, are the
same. We also decided to use Pareto interpolation for this case. So the lower bound of a 68- percent
confidence intervai for the median is

= $2.136

s2000exp |Ln /(50739861000 L 2,500 Ln/j@p_.;my
| \ 22,106,000 ZOOO 22106000

/ |
Thus. the 68-percent conﬁdence interval on the estimated median is from $2,136 10 S2.181. An approximaie
standard efror is

$2.181 - $2.136 = S23.
2

Standard errors of ratios. The standard error for the average quantity of persons, families. or households per
family or household or for a ratio of means or medians is approximated Dy formula {9):

S / x \ - LA s Vi (9)
s 3 (5 B

where x and y are the numerator Lhd denominator for tHe average or the means or medians which form the
ratio. and s, anc s are their associated standard errors. Formuia (9) assumes that x and y are not correlateg. i
the correlaion is actually positive (negative), then this procedure will provide an overestimate (underestimate) of
the standard error for the ratio.

Standard error ot a difference. The standard e?ror of a difference between two sample estimates is
approximately equal to

P

='\‘/s2 - s? (10)
x ¥



where s and s are the standarg efrors of the estimates x ana y. 1he estimates can be numcers. carcents.
"amos, el¢. The apove formula assumes tnat the sampie ccrreiation coefficient. r. cetwaen tne rwo estimates 's
Zero. If ris really posftive (negative}, then this assumption will lead to overestmates (ungerestimaies) of the rus
standard error.

Hiustration. Suppose SIPP estimates based on Wave 1 data show that during the first quarter cf 1585 tne
number of persons age 25-34 years in non-farm households with mean monthly cash income of $4.000 to
54.999 was 2,619,000, while the number with mean monthly cash income of $5,000 to $5,999 was 1.223.00C.
The standard errors of these numbers wouid be 155,000 and 106.000, respectively.

Suppose that it is desired to test at the 10 percent significance level whether the number of Dersons age 23-34 in
non-farm households was different for persons with a mean monthly cash income of $4.000 to $4.999 than for
persons with mean monthly cash income of $5.000 to $5.999 duning the first quarter of 1985. Assuming tnat

these two estimates are not correiated. the standard error of the estimated difference of 1.396.00C is

“‘-/ (155,000 - (106.000> ==  188.000.

Since the difference is greater than 1.6 times the standard error of the aifference it is conclugea tratthere 1s a
significant difference between the two income categories at the 10 percent significance lever.

Combined Panel Estimates. Both the 1984 and 1985 panels provide data for October 1984 - July 1986. Thus.
estimates made within this time period may be obtained by combining the panels. However. since the Wave 1
guestionnaire differs from the subsequent waves’ questionnaires and since there were some crocedaural
changes between the 1984 and 1985 panels. we recommend that estimates from Wave 1 of the 1885 panel nct
be combined with 1984 panel estimates. Additicnally, even for later waves. care should be taken when
combining data from the two paneis since questionnaires for the two panels differ somewnat.

Stanting with Wave 2 of the 1985 panel, corresponding data from the 1984 and 1985 panels can be combined 10
create joint estimates of level by using the formuia:

S Y-
where:

A L .

X 2] joint estimate of level;

I‘} = estimate of level from the 1984 pane! ;

A

F4 = estimate of level from the 1985 panel ;

f = 1984 panel weighting factor. The following values should be

used when combining data from rotations for the given waves.

Waves to be combined

1985 panel 1984 panel f
2" 6 345
3 7 543
4= 8 566
5" 9 566

*For these waves. oniy three rotations overtap the corresponding wave of the 1984 panel.
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N
“he approximare stangarg error of the compined estimate (X) is:

Sao=VIE S - - sy
where S,, S4. and Saare the stangard errors for the estimates of level for tne 1984 ang 1985 caneis camoinec.
me 1984 canel ana the 1585 panet. rascecuvely.

.qint estimates of the more compiex siatistics {proporticns, means. meqians. etc.) for a particular characienstc
:nould be calcuiated from a joint distribution of the characteristic which can pe obtainea as follews. Generats
saparate cumuiative distributions for the characteristic based on 1984 ang 1385 panei data using the same
‘mervals for both distributions. Create a joint distribution by averaging tha esumates of level within eacn interval
using formuia (11). The compiex statistics can then be calculated from tne resuiting joInt gistnioution.



Tabte 4. SIPP INDIRECT GENERALIZED VARIANCE PARAMETERS
FOR THE 1985 PANEL PUBLIC USE FiLE'

CHARACTERISTICS

[
[¢]

PERSONS
Tstal or white

&+ Program Participation
and Senetits, Poverty (3)

Soth Sexes -0.0001311 22,327

Male -0.00027%8 22,327

Female -0.0002497 22,327
‘é+ Income ang Labor force (5)

Soth Sexes -3.0000446 T,812

Maie -3.0000941 7,612

Femaie -3.0000851 7,812
"5+ Pension Ptan: =)

Sotn Sexes -3.0000817 13,940

Male -§.0001723 13,940

Female -0.0001558 13,540
ALl Others® (&)

Both Sexes _-0.0001201 27,483

Maie -0.0002483 27,583

Femaie -0.0002325 27.683
8lack

Poverty (1)

goth Sexes -0.0006903 19,045
Male -0.0014833 19,045
Femaie -0.0012910 19,045
ALl Others (2)
Both Sexes -3.0003712 10,241
Maie -0.0007976 10,261
femaie -3.0006962 *0,241
HOUSEXOLDS
Total or white -0.0001062 9,407
8lack -0.0006480 6,500

1. Muiupty thess parameters Dy 1,35 for esumates which include gata from reference montn Novemoer 1985 ana later. except for
1985 caiendar year estimates. For cauendar year 1585 esumates. use the parameters as given.

For cross-tabuiatons. usa the parameters of the chargctensuc with the smaier numoer within tne carenneses.
2. Use the “16+ Pension Plan” carameters for bension plan tabulations of persons 16+ in tne (abor torce. Use tne ~Al Ciners

parameters tor retirement tadbulations, O+ Orogram parueicanon, O+ bensfits. 0+ income. ana O+ 1abor rorce apulanons. in
aaartion 1o any other types of tabulatnons not spacificaily coversd Dy another cnaractensuc in thus 1acie.
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Table 5. Factors to be Applied to Base Parameters to Obtain Parameters for Varicus Seference Periocs

= of avaliabie
rotation months® factor

Maonthiy estimate

1 4.0000
2 2.0060
3 1.3333
4 1.00Q0
Quarterly estimate
o] 1.8519
8 1.4074
9 1.2222
10 1.0494
11 1.0370C
12 1.0000

1. The number of availabie rotanon manths for & given estimate is the sum of the numoer of retations available for each month of the
estmate.




Table 6. Metropolitan Subsampie Factors to be Applied 12> Compute Nationa.
and Subnationai Estimates

Factors for use Factors for use
in State or CMSA in Regionai or
(MSA) Taculations Nationat Tadbutaticns
Nortneast: Connecticut $.0387 1.0387
Maine 1.2219 1.2219
Massachusetts 1.0000 1.0000
New Wampsnire 1.2234 1.2234
New Jersey 1.0000 1.0000
New York " 1.0000 1.0000
Pemnsylvania 1.0096 1.009é
Rhode [slang 1.2506 ’ 1.2506
Vermont 1.2219 1.22719
Midwest: linois 1.0000 ’ 1.0110
Indiana 1.0334 1.0450
[owa .- .-
Kansas 1.2994 1.3137
Michigan 1.0328 1.04642
¥innesota 1.0366 1.0480
Missour: 1.0756 1.0874
Nebraska 1.6173 1.4351
North Dakota .- .-
Ohio 1.0233 1.0346
South Dakota .- .-
Wisconsin 1.0188 1.0300
Seuth: Alabams 1.1574 1.1595
Arkansas 1.6150 1.6179
Delaware 1.5593 1.5621
0.¢c. 1.0000 1.0018
Florida 1.0140 1.0158
Georgia 1.0142 1.0180
Kentucky 1.2120 1.2142
Louisiana 1.0734 1.9733
Maryiend 1.0000 1.0018
Mississippi .- .-
North Carotina 1.0000 1.0018
Ok{ahome 1.0793 1.0812
South Carotina 1.0185 1.0203
Ternessee 1.0517 1.0536
Texas 1.0113 1.0131
virginia 1.0521 1.0540
west virginia .- .-
west: Alaska 1.4339 ‘ 1.46339
Arizona 1.0117 1.0117
California 1.0000 1.0000
Cotorado 1.1306 1.1306
Hawaii 1.0000 1.0000
1daho 1.4339 1.4339
Montana 1.4339 1.4339 .
Nevads 1.0000 1.0000
New Mexico 1.0000 1.0000
Oregon 1.1317 1.1317
Utah : 1.0000 1.0000
Mashington 1.045%6 1.0456
Wyoming 1.4339 1.4339

-- indicates no metropolitan subsample is identified for the state
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