
SOURCE AND RELIABILITY STATEMENT FOR THE SURVEY OF INCOME AND 
PROGRAM PARTlClPATlON (SIPP) 1985 PUBLIC USE FiLES 

DATA COLLECTION AND ESTlMATiON 

SOUrCe of Data. The data were collected in the 1985 panel of the Survey of Income ana Program ?anrc:caflon 
(SIPP). The SIPP untverse IS the nonastitutionatized resdent population living In the Unlred S:ares. Th!s 
population Includes persons living in group quarters. such as dormitories, rooming houses. ana re!lgrous g:wz 

dwellings. Crew memoers of merchant vessels. Armed Forces personnel living In mtlitary barracKs. and 
institutionalized persons. such as correctional facility Inmates and nursing home residents. were nor eligtble !o 

. be in the survey. Also. United States cttizens residing abroad were not eligible to be in the sumey. Porergn 
visitors who work or attend school in this country and their families were eligible: all otners were not eligible IO 
be in the survey. With the excepttons noted above, persons who were at least 15 years of age at the time or :ne 
interview were eligible to be in the survey. 

The 1985 panel SIPP sample is located in 230 Primary Sampling Units (PSUs) each consuitIng of a county or a 
group of conttguous counties. Wiihin these PSUs. expected clusters of 2 or 4 living quarters (L0s.1 were 
svsrematlcally SeleCted from lists of addresses oreoareo for the 1980 decennial census IO rcrm me culk oi PC 
sample. To account for LQs built wlthin eacn of the sample areas after the 1990 census. a samole was orawn C: 

oermtts issued for COnSInICIiOn of residential LQs up until shortly before the begmning of the oaner. In 
jurisdictions that do not issue building permits. small land areas were sampled and the LQs wirntn were llsteo C‘: 
field personnel and then subsampled. In addition, sample LOS were salectad from supolemental frames %a! 
Included LQs identified as missed in the 1980 census and group quarters. 

Approximately 17.800 living quarters were originally designated for the sample. For Wave 1, IntervIews were 
obtained from the occupants of about 13.400 of the 17.900 designated living quarters. Mosr of the remalnlng 
4.400 living quaners were found to be vacant. demolished, Converted to nonresidenttal use. or otherwtse 
ineligible for the survey. However, approximately I ,000 of the 4,409 living quaners were not Interviewed 
because the occupants refused to be interviewed. Could not be found at home. were temporanly absent. or 
were otherwise unavailable. Thus. occupants of about 93 percent of all eligible living quarters oarticioated in 
Wave 1 of the survey. For Wave 5. occupants of about 92 percent of all eligible living quarters CWtlClpated m 

the survey. 

For Waves 2-9, only original sample persons (those in Wave 1 sample househoids and lntervteweo in Wave 1 
and/or 2) and persons living with them were eligible to be interviewed. With certain restnctions. origlnal samzle 
persons were to be followed even if they moved to a new address. When original sample Dersons moveo 
wrthout leaving a forwarding address or mctved to extremely remote parts of the country and no telepnone 
number was avaiiable, additional noninterviews resulted. 

Sample households within a given panel are divided into four subsamples of nearly equal size. These 
subsamples are called rotation groups 1. 2. 3, or 4 and one rotation group is interviewed eacn month. Eacn ’ 
househdd in the sample was scheduled to be interviewed at 4 month intervals over a perioa of rougnly 
2 1/2 years beginning in February 1995. The reference period for the questions is the 4-month period precealng 
the interview month. In general. one cycle of four interviews covering the entire sample. using the same 
questionnaire. is Called a wave. The exception is Wave 2 which covers three interviews. 

The pubiic use files include core and supplemental (topical module) data. Core questions are reoeateo at eacn 
interview over the life of the panel. Topical modules include questions which are askeo only In certain waves. 
The 1985 panei topiml mocules are grven tn Table 1. 
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rable 2 indicates the reference months and interview month for the collectton of data from ~atr, rcratlon grcx 
‘zr the 1985 pane!. For example. Wave I rotation group 2 was interviewed in Februav IX5 and aafa for me 
xierence months Oc!ober 1984 rhrougn January 1985 were collected. 

Table 1. 1985 Panel Tooical Modules 

Topical Module 

: None 

None 

Assets 
Liabilities 

Marital History 
Fertility History 
Migration History 
Household RdatiOnSniDS 
Suppon for Non-nousenola Memoers 
Work Related Expenses 

7 

8 

Annual Income 
Taxes 
Individual Retirement Accounrs 
Educational Financmg and Enroilment 

Child Care Arrangements 
child Support Agreements 
Support for Non-household Members 

: Jobafers 
Health Status and Utilization of 

Health Care Selvlces 
Long-Term Care 
Disability Status of Children 

Liabilii 
Pension Plan Coverage 
Lump Sum Distributions from 

Pension Plans 
Charactatistics of Job from 
which Retired 

Chara cter&& of Home Financing 
Arrangements 

Annual Income 
TaXeS 
lndividuai Retirement Accounts 
Edu&onal Financmg and Enrollment 



Table 2 Reference Months for Each lntwview Month - 1985 ?ar,el 

Reference Period 

Yonth of UaVe/ 4th Quarter 1st awrtef 2nd awrter 3rd Ouartcr 4th Qwrter 2nd awrtcr 3rd ““aL:- 
Inter Rota- (lP&r) (19851 (1985) (1985) (1985) . . . (19.37) (1987: 

view tim act YOV ou Jan Feb Itar Apr May Jtm JuL &I# &p Ott Yov Dee Apr Uay JUT Jut Aug Sep 

Feb. 8s 1/2 x x x x 

Uarch 113 x x x x 

Apri 1 l/L x x x x 
. 

nay 10 x x xx 

JIJW 2/2 x xxx 

July 20 x x x x 

Aug. 2/4 

sepr . 311 

Oct. 3/2 x xxx 

YOV. 3/3 

ldr;, . 3/c 

Aug. a7 afb 

xxx x 

xx xx 

xxx x 

xx x x 

: . . 
. . . . 

. . . - 

x x x X 
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Assignment Of Weights. The estimation procedure used to derive the SiPP person welgnrc Involves several 
32ges. These rncluae aeterrmning the base weight, adjusting for movers ano nonmfervlews. earusrrng CC 
Xcount for the SIPP SamDIe areas not having the same population aistnbutlon as the SIrala ‘iam wnlcn !ne~ 
-‘iere selecred ana aajuttmg persons welgnrs to orlng sample esrlmares Into 2gresmeq: ‘:;‘ir ‘~c~oefl3er: 
population estrmates. 

E2Ch person receiveda b%e weight equal to the inverse of his/her probability of selecrrcn. The SiPP kase 
weight W indicates that each SIPP sample person reoresents approximately W persons in :he SIPP universe. 
aeglnning in wave 4. base werghts were aajusted t0 account for a February 1986 (wave 4. rofafton 2) samole 
CU implemented for buagetary reasons. It dropped about 2.000 eligible housing unfts from me samole. 
NOnintervieWs as Well as intervIeWS were subject to the Cut. In some instances. the base welgnt was also 
adjusted to reflect subsampling done in the field. For each subsequent intervIew. each person received 2 base 
weight that accounted for followmg movers. 

.I 
A noninterview adjustment factor was applied to the weight of each interviewed person lo account for persons 
in nOflinteM&Wd occupied living qwners which were eligible far the Sample. (Individual nonresponse wlthln 
pamally interviewed households was treated with imputation. No special adjustment was maoe for 
noninterviews in group quarters.) A first stage ratio estimate factor was applied ro each intervlewed person s 
weight to account far rhe SIPP sample areas not having the same population distnbution 2s me sIr2Ia from 
,&nich they were selected. In parucular. the first stage rafio estimate factors make aalusrmenls 3%~ reglon. race. 
and by metropolitan and non-metropoiitan residence defined as of June 1984. 

An additional Stage of adjustment to persons’ weights was performed to reduce rhe mean sauare error of the 
survey estimates. This was accomplished by bringing the Sample estimates info agreemenr wlrh lndepenaent 
monthly estimates of the civilian (and same miiitary) nanins&utional pcpulation of the United States oy age, 
race, Spanish origin. and sex and with special Current Population Survey (CPS) estimates of the prevalence of 
different types of househdders (married, single with relatives or single without relatives by sex and race) and 
different relatianships to howehdden (spouse or other). The independent estimates were based on statistics 
from the 1980 l%rXnnial Census of Population: statistics on births, deaths, immigration and emtgratlon; and 
statistics on the strength of the Armed Forces. Also, husbands and wives were assigned equal weights. As a 
result of these adjustments. the following types of consistency are attained by race and sex on a monthly basis: .- 

1. The sum of weights of civilian (and some military) noninstitutianaiized persons agrees with indeoenaent 
estimates by age-race-Spanish origirrsex groups. 

2. The sum of weights of civilian (and some miiitary) na~institutionelited persons is wltnin a close 
tolerance Of Special CPS estimates by househddertype and relationship to housenolder. irhe sDec!al 
CPS estimates are similar but not identical to the monthly CPS estimates.) 

3. Husbands and wives living together have equal weights. Thus, if a characteristic is necessarily shared 
by a husband and wife (such as site af family), then the sampie estimate of the number of husbanas 
with the characteristic wiil agree with the corresponding estimate for Wives. 

Two sources of error were identif%d in weighting of the 1965 panel. Two first stage factors were tnconec! and 
inconsistent independent contrds (independent estimates) were used during the second stage ratio adjustment 
procedure. The impact of these two error sources an primary SIPP estimetes is believed to be minimal. 

The first stage factors used for Blacks not in a Metropolitan Statistll Area (MSA) in the Midwest and for 
non-Backs not in an MSA in the Midwest were incorrect. lf the correct factors were used. it is expected that 
tatals at the MUonal level would*be less than 1 percent higher while the irnpect an the estimated number of 
Blacks with a given characteristic will be negligible. Totals for nokelecks at the national level. for the population 
not in an MSA and for non-8lacks in the M&vest would exhibit an increase of about 2 percent and totals for 
non-Blacks not in an MSA in the MkIwest would be about 7 percent higher. Since the farm population is heavily 
concentrated in areas not in an MSA in the Midwest. farm population estimates would be most 2ffeCted by the 
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errors in the first stage factors. Note that these effects would be observed with estimates sased cn weights airer 
:he first stage adjustment. As a result of second s.t,age weighting adjustments. the effects WIII be oecreasa. 

independent control counts (indewndent estimates) of total population and Hispanrcs by reference month useo 
during the second stage ratio adjustment portion of the weighting are meant to be consistent. However. me 
October, November, and December 1955 controls for Hispanics included illegal aliens while those for the !~:a! 
Population did not. Total esttmates based on these rnconaistent controls compared to estrmates basw on 
contmls without illegal aliens will not be affected. For monthly and quarterly estimates. non-tiisoanic totals wlli 
be less than 0.3 percent lower, totals for Hispanics and Hispanrc males will be about 4 percent nlgner. ano totals 
iOr male Hispanics between the ages of 15 and 24 wiil increase by about 8 percent. For Wave 3 and annual 
estimates. non-Hispanic totals will be leas than 0.1 percent lower. totals for Hispanics and Hispanic males WIII be 
about 1 percent higher, and totals for male Hispanics between the ages of 15 and 24 will increase by less than 2 

. percent. The effecta on Wave 4 estimates wiil be between the Wave 3 and annual and the monthly and quaneny 
estimate effects. 

use Of Weights. Each househdd and each person within each household on each wave tape has five welgnts. 
Four of these weights are reference month specific and therefore can be used only to form reference monfh 
estimates. To form an estimate for a particular month. use the reference month weight for the month of 
Interest. summing over all persons or households with the characteristic of interest whose reference oertod 
indUdeS the month of interest. Multiply the sum by a factor to account for the number of rotations conrnburmg 
data for the month. This factor equafs four divided by the number of rotations contributing data for tne monrn. 
For example. December 1984 data is only availabfe from rotations 2.3. and 4 for Wave 1, so a factor of 4 /3 mus; 
be applied. January 1986 data is available from all four rotations for Wave 1, so a factor of 4 /4 = I must be 
applied. Reference month estimates can be averaged to form estimates of monthly averages over some penod 
of time. For example. using the proper weights, one can estimate the monthly average numoer of households In 
a specified Income range over November and December I994 from Wave 1. The remaining weight is interview 
month specfftc. This weight can be used to form estimates that spec&ally refer to the interview month (e.g.. 
total persons currently looking for work), as well as estfmates referring to the time pa&d including the inter- 
view month and all previous months (e.g., total persons who have ever served in the military). These tapes 
contain no weight for characteristics that invoive a person’s or houaehdd’s status Over two or more months 
(e.g.. number of households with a 50 percent increase in income between November and December 19841 

When estimatea for months without four rotations worth of data are constmcted from a wave file, factors greater 
than 1 must be appked. However, when core data from consecutive waves are used together. data from all four 
rotations may be available. in which case the factors are equal to 1. 

To estimate monthly averages of a given measure (e.g., total, mean) over a number of consecutive months. sum 
the monthly estimates and divide by the number of months. 

Producing Estimates for Census Regions and States. The total estimate for a region is the sum of the state 
estimates in that region. 

Estimates from this sampie for individual states are subject to very high variance and are not recommended: 
The state ccdea on the file are primarily of use for linking reepondent characteristics with appropriate contextual 
variables (e.g., state-specffic welfare criteria) and for tabulating data by userdefined groupings of states. 

Producing Estimates for the Metropolitan Population. For Washington, DC and 11 states. metropolitan or 
non-metropolitan residence is identified (variable H*-METRO. characters 94382.670. and 958). In 34 
additional states, where the non-metmpofitan population In the sampfe was small enough to present a 
disdosure nsk. a fraction of the metropolitan sample was recoded so as to be indistinguishable from non- 
metrooolitan cases (H*-METRO=2). In these states. therefore, the cases coded a.s metrooolitan 
(H--METRO = 1) represent only a subsample of that population. 
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:n producing state estimates for a metrooo&an cnaracrenstrc, multioly the tndwdual. famw. r: xusenotc 
.veights by the metroDolitan lrrilation factor for that state. presented in Table 6. Crhis ~nfia:!on :ac:or 

comoensates for the subsamoiing of the metroooiitan oopuiation and is 1 .O for me states btln ccmcleIe 
sentrficarion of the metropolrtan popu!ation.) The same procecure applies wnen c:ea:i- as:.s7zes :cr 
oanicular identified MSA’s or CMSA’s - appiy the factor appropriate to the state. ior multi-state MSA’s. use SE 
:ac!or appropriate to eacn state part. For examoie. to tabulate data for the Wasnlngton. DC-:.:&VA MSA. aoc~” 
he Virginia factor of 1.0521 to weights for residents of the Virginia oart of the MSA: Marylanc ana DC resloents 
require no modification to the weights (i.e., their factors equai 1 .O). 

‘n producing regional or national estimates of the metropolitan popuiation. If is also necessam IO comoensa:e 
!or the fact that no merropoirtan subsample is identified within two states ltvlississiopi ana West Virginia) and crx 
state-group (North Dakota - SouIh Dakota - Iowa). Thus. factors in the right--hano column of Table 6 should te 
used for regional and MIional estimates. The results of regionei and nationai’tabulatlons oi the metropolitan 

. population will be biased siightiy. However, less than one-half of one percent of the metroooiitan population IS 
not represented. 

Producing Eetlmetes for the Non-Metropolitan Populetion. State. regionai. and national estimates of the non- 
metropuiitan population cannot be computed directiy, except for Washington, DC and the 11 states where Ihe 
factor for state tabulations in Table 6 is 1 .O. In all other states, the cases idemified as not tn the metrooolitan 
suDsample (MJ330=2) are a mixture of non-metropolitan and metropolitan housenoids. Snlv an indirect 
method of estimation is available: first compute an estimate for the totai oopuiation. Inen suorracr the esumaie 
for the metropoiitah population. The results of these tabulations wiil be slightly biaseo. 

RElJABlLi7-f OF THE ESTIMATES 

SIPP estimates obtained from the public use files are based on a sample: they may differ somewnat from the 
figures that w&d be obtained if a complete census had been taken using the same quesrionnaire. instructions. 
and enumerators. There are two types of errors possible in an estimete beeed on a sample survey: 
f’iOn~mpilng end sampling. The magnitude of SIPP sampling error can be estimated. but this is not true of 
nonsampiing err% Found below are descriptions of sources d SIPP non-sampling error, followed by a 
discussion of sampling error, its estimation, and its use in data anelysis. 

Noneempling Vafiebility. Nonsempling errors can be attributed to many sources. e.g., lnaoliity IO ootain 
information about ail cases in the sample, definitional difficuities. differences in the intemreIauon of questions. 
inability or unwiilingnesa on the part of the respondents to provide correct information. inability to recall 
information, errors made in cOllection such as in recording or coding the dam. errors maae in orocessing the 
data. errors made in estitnabng values for missing data biases n%uiting from the aiffering recall oenoos causao 
by the rotation pat&m used and failure to represent ail unite within the universe (undercoverage). Quaiity 
cantroi and edit procedures were used to reduce errors made by respondents, coders and inten/iewers. 

Undercoverage in SlPP results from missed living quarters and missed persorr~ within sampre households. It is 
known that undercaverage vanes with age, race. and SW Generally, undercoverage is larger for males than for 
females and iarger for Blacks than for nonblacks Ratio estimation to independent age-race-Spanish origin-sex 
popuiaIion ccmwis partiaily corrects for the bias due to survey undezovefztge. However. biases exist in Ihe 
estimates to the extent that pereons in missed hpusehdds or missed persons in interviewed households have 
different charactef&tios than the intenriewed petsone in the same age-face-Spanish origin-sex group. Further. 
the independent population controls used have not been adjusted for undercoverage in the decennial census. 
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Tne foliowlng tade Summarizes lnformatton on household nonresponse ior the Inrerview mcntns icr ‘Wave * 

Sample Size. by Month and Interview Status 

riwsenoid Untts Eligible 

romn Total Inter- Not Infer- NOWR~SCWIS~ 

viewed viewed Rate (X) 

=eo 1985 3.500 3,300 300 7 

1985 3,600 Mar 3,400 200 6 

Aor 1985 3,600 3,400 200 * 6 

Hay 1985 3,600 3,300 300 7 

3ue to rounding of all numoers at 100. there are some Inconsistencies. The non-response rate was calculate@ 
Xing unrounded numbers. 

Additional noninterviews and the sample cut implemented in February 1966, resulted in the intervIewed sample 
SlZe decreasing to about 10.800 for Wave 5. Sample loss at Wave 1 was aoout 7 oercent ano increased to 
roughly 19 percent at the end of Wave 5. Further non-interviews increased the sample loss aoout 1 percent fcr 
each of the remaining waves. 

SOha respondents do not respond to some of the questions. Therefore. the overall nonresponse rate for some 
items such as income and other money related items is higher than the nonresponse rates in the above table. 
The Bureau has used compiex techniques to handle nonresponse. but the success of these techniques in 
avoiding the bias resuklng from overall nonresponse is un-. 

Compambility with other statistics. Caution should be exercised when comparing data from these files with 
data from other SIPP products or with data from other surveys. The comparability probiems are caused by the 

SeaSOd patterns for many charactenstics and. by different nonsampling errors. 

Sampling wisbilii. Standard errors mdicate the magnitude of the samoling error. They also oamally 
measure the effect of some nonsampling errors in response and enumeration. but do not measure any 
systematic biases in the data The standard errors for me most part measure the vanations that occurred by 
chance because a sample rather than the entire population was surveyed. 

Confidence Intemls. The sample estimate and its standard error enable one to construct confidence intervals. 
ranges that would include the average result of all possible samples wrth a known probabiiity. For example. If ali 
possible samples were selected. each of these being surveyed under essentially the same conditions and using 
the same sample design, and if an estimate and its standard error were calculated from each sample. then 
approximately 90 percent of the intervals from 1.6 standard et?ors below the estimate to 1.6 standard errors 
above the etiimate would include the average result of all possible samples. 

The average estimate derived from all possible samples is or is not contained in any panicular comouted 
Inter&. However, for a particular sample. one can say with a specified confidence that the average estimaie 
derived from all possible samples is included in ihe confidence interval. 

Hypothesis Testing. Standard errors may also be used for hypothesis testrng. a proceoure for distingulshq 
between POPUlatiOn paameters using sample estimates. The most common rypes of hypotheses tested are 
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: I the poouiation parameters are identical versus 2) they are different. Tests may be oenormw at various 

:evefs of significance. where a levd of signikance IS the probabiiity of concluding that me cartmeters are 

drfferem when. rn fact. they are ident&. 

TO DerfOml the most common test. let x and y be sample estimates of two parameters of interest. A SuoseaUePl 
sectlon explains how to derrve a standard error on the difference x-y. If the estlmateo aosolure cliference 
PetWeen Parameters is’greater than 1.6 times the standara error of the difference, then tne coserveo clfference 
IS SignrficaM at the 10 percent level. In this event. it is commonly accepted practice to sav tnat the oaramerers 
are different- M course. sometimes this conclusion will be wrong. When the parameters are. in fact. !he same. 
!here IS a 10 percent chance of concluding that they are different. We recommena that users reoort only inose 
differences that are significant at the 10 percent levd or better. 

Note when using smrll estimates. Because of the large standard errors involved. there IS llttle cnance Ihat 
+ estimates will reveal usefui information when computed on a base smaller than 200,000. Nonsamtxing error in 

one or more of the smi number of cases prwiding the estimate can cause large relative error In that panicular 

estimate. Also care must be taken in the interpretation of smell differences. For instance. in case of a borderilne 
difference, even a srnafl amount Of nonsampling error can lead to a wrong decision about the hypotheses, thus 
distorting a seemingly valid hypothesis test. 

Standard Error Panmeters and Tablee and Their Use. To derive standard errors that would be aoolicaole 10 
a wide variety of statistics and could be prepared at a moderate cost. a number of approxtmatlons were 
required. Most of the SIPP statistics have greater vanance than those obtained through a simple ranoom 
sample because dusters of living quarters are sampled for me SIPP. Two parameters (denoted “a” and “b”) 
were developed to quantify these variances. These “a” and “b” parameters are used in estimating standard 
errors of survey estimates. The “a” and “b” parameters vav by type of estimate and by subgroup to which the 
estimate applies. Table 4 provides base “a” and “b” parameters for various subgroups and types of estimates. 
The factom pravided in Table 5 when multIplied by the base parameters for a given SubgrOup and type of 
estimate give the “a” and “b” parameters for that subgroup and estimate type for me specified reference period. 
For example, the base “a” and “b” parameters for total income of househo& are 0.0001062 and 9407. 
respectivety. For Wave 1, the factor for October 1984 is 4 since only 1 rot&oft of data is available. So. the “a” 
and “b” parameters for total household income in October f964.basecf on Wave 1 are ~9004246 and 37.628. 
respectively. Also for Wave 1, the factor for the first quarter of 1985 is 1.2222 since 9 rotation months of data are 
available (rotatfons 1 and 4 provide 3 rotation months each, while rotations 2 and 3 Provide 1 and 2 rotation 
months. respectively). So. the “a” and “b” parameters for total household income in the first quaner of 1985 
are 4.0001296 and 11.497. respectively for Wave 1. 

The “a” and “Is” parameters may be used to direcdy cafcukte the standard error for estimated numbers and 
percentages. Because me actuaf wiancg b&wior wea not identical for all statistics within a group the 
standard errors computed from these paramete*r provide an in&at&n of the order of magnitude of the 
standard error for any specitk stat&k. Methods for using these pararnetem for direct computation of standard 
errors are given in the foflowing seaions. 

Procedures for cafa&fng start&d errors for the types of estimates most commonly used are described bdow. 
Note sp&i&y that these pmc&raeS apply only to Mereno month &mates or averages Of WfefenCe monfh 
estimetes. Rw to the e “Use d Weights” for a detailed d&cuss&t of ConsmJctfOn Of estimates. Stratum 
codesand~samplecodesareindudodon~m~to~etheusertocomputetheMliancesdirectlyby 
methods such as baknced repewed repficatfons @RR). WUlhm G. Co&an provides a list of references 
discussrng the application Of thii technique.’ 

Stendard m of ntimrted numbere. The approximate standard en-or of an estimated number can be 
obtained by using fonnufe (1). 

1. COCIIran. Wlllii G (lm, Sampling TuhnMms. 3rd Edition. New York John Wky and Sam. 021. 

-,A 
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j = -, ax’ - br . ::j 

-‘ere x is rhe size of the estimate and “a” ana ” b” are the parameters assaclaIea wlrh the Ca?cl;‘dr ivpe oi 
cnaracterisuc for the approonate reference period. 

Illust~tiofl. Suppose that the SIPP estimates from Wave 1 show an estimaleo 31.555.000 Dersons In non-ram 
households with a mean monthly household cash income of $4.000 or over dunng January 1985 for wn~cn :czr 
rotations of data are available. Then the appropriate base “a” and “5” parameters and factor IO use In 
Calculating a standard error for the estimate are ootaned from tables 4 anq 5. They are a = -G.O~CO446 ano 2 = 
Xl 2 with a factor of 1 .O. 

Using formula (1). the approximate standard error is 

v (-0.0000446) (31,555,OOO)’ 7 (7612) (31.555.000) =z 442.479 

The 90-percent confidence interval as shown by the data is from 30.647.034 to 32.262.966. 

Standard errors of estimated percentages. This section refers to percentages of a group of oersons. iamllles. 
or households possessing a particular attribute (e.g., the percentage of households receiving iooo stamos). 

The reitability of an estimated percentage. computed using sample data for both numerator ana denominator. 
depends upon both the size of the percentage and the size of the total upon which the Percentage IS oaseo. 
Estimated percentages are relatively more reliable than the corresponding estimates of the numerators of the 
percentages. particutariy if the percentages are 50 percent or more, e.g., the percent of peoDle employed. When 
the numerator and denominator of the percentage have different parameters. use the parameters for the 
numerator. The approximate standard erra;, s,. p, of the estimated percentage p can be obtalned by the formula 

S = 
‘4 II b 

- (PVOO-PI) PI 
X 

Here x is the size of the subclass of households or persons in households which is the base oi :he percenrege. c 
is the percentage (0 c p c 100). and b is the “b” parameter for the numerator. 

Illustration. Continuing the example from above. suppose Wave 1 data shows that of the 31.555.000 persons in 
non-fame househdds wrth a mean monthly household cash income of 54.000 or over. 91.9 Percent were vVh!te 
Using formula (2) and the appropriate base “b” parameter and factor from tables 4 and 5. the aporoxlmate 
standard error is 

d 

( 7.612) 
(31.555.000) 

(91.9) (100-91.9) a 0.4 percent 

Consequently, the 90 percent confidence interval as shown by these data is from 91.3 to 92.5 percent. 

Standard enOr Of a mean. A mean is defined here to be the average quantity of some Item (other Ihan 
persons. families. or households) per person. family, or household. (For the mean of these other Items. 
compute the standard error using formula (9).) For example, the mean could be the average monthly 
household income of females age 25 to 34. The standard error of such a mean can be approximated by formula 
(3) below. Because of the approximations used in developing formula (3), an estimate of the standara error cf 
the mean obtained from that formuia wiil generally underestimate the true standard error. The formula usea io 
estimate the standard error of a mean?? is . 
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:zere y IS ;he size of the oase. s‘ is the esarnatea pcpuiation vanance :T 1%~ .= ,.-- z-; - ; y,be ^‘-a- =.=- -- -.- 
associated with the Damcular type or [rem. 

-i j ,e estImatea popuration vanance. s‘. IS grven oy: 

C 
. - 

#here: 7 = 1 sx. 5) 
i=l 

It is assumed that eacn person or orher unit was placed in one of c groups: p IS me eSIlmaEa DrOPOnlOn C 
grout I: x = (Z..? L Z ) /2 wnere Z ana Z are the lower ano upper interval bounoanes. resoec:ivel~. ior grout 1 
c IS assumea to be the most reoresentatlve value for the cnaracrenstic of lnteresr in <:ccS 1. ’ ;rc.~D C ‘S IZtn. 
tnoecL t.e.. no upper interval bounoary exists. then an approximate value for XC IS 

X = 3 i:. 
2 

6) 

illustration. Suppose that based on Wave 1 data. the distribution of monthly income for Oersons age 25 to 31 
during January 1985 is grven in the following table. 

Table 3. Distribution of Monthly income Among Persons 25 TO 34 Years Old. 

under 5300 5600 $900 $1,200 Sl,SOO S2,QOO s2.500 s3,ooo f3,5CO S4.OCO s5.m 16.330 

Total $300 TO to to to to to :o to to :: :: 3°C 

2599 S8W $1,199 $1,499 $1,999 $2,499 $2,999 53,499 S3.999 %-.%9 f5.i% :ve~- 

-housams in 39.851 1371 :651 2259 I2336 3LS2 $278 5799 -730 323 ::‘q I:‘; ‘:Ij --;3 
1 ntervai 

Percent virh ac -- :oo.o 96.6 92.4 ah.7 79.9 71.2 55.5 40.9 29.1 '3.7 '3.4 5.2 5.: 

least as mtn 

as towar taovrd 

rrf intervat 

Using formula (4) and the mean monthly cash income of $2.530 the approximate population vanance. si. !s 

S2 =m (150)’ - 1.651 (450)z - . . . . . 
39.851 39.851 

l&a (9.0001’ - (2,538)’ = 3.159.887. 
39.851 



‘Lkng formula (3), !he approprtate base “b” parameter and factor. the enlmatea stanoxc z.::zr ST a mean T’S 

c = 7 - 7512 3.159.887) = 525 
39.651 .ooo 

Standard enor of a median. The meoian quantw of some rtem sucn as income for a given grouo oi oerscns. 
families, or households is that quantrty such that at least half the group have as much or more ano at leas1 hali 
the grouo have as much or less. The sampling variability of an estimated median deoends uoon the form of the 
distribution of the item as well as the sue of the group. An approximate method for measuring the reliability OT 
an estimated median is to determrne a confidence interval about it. (See the SectIon on samoling variability icr a 
general discussion of confidence intenmls.) The followingprocedure may be used to estimate the 68-percent 
COtIfiienCe limits ana hence the stanclard error of a meoian based on sample data. 

. 
1. Determine, using formula (Z), the standard error of an estimate of 50 percent of the grouo: 

2. Add tp and subtract from 50 percent the standard error determined in step (1): 

3. Using the distribution of the item within the group, calculate the auantity of the item such that the 
percent of the grouo owntng more is equal to the smaller percentage founa In sreo 12). This auanItIv :*:.I: 
be the upper IlmR for tne &percent conridence Interval. In a similar tasnion. calwale tne auanrity s: 
the item Sucn that the oercent of the grow owning more is eaual to the larger percenrage fauna in Sleo 
(2). This quannt’y WIII be the lower lima for the 6%percent confidence Interval: 

4. Divide the difference between the two quantaies determined in srep (3) by two fo ootaln rhe Sanoarc 
error of the median. 

To.perform Step (3), it will be neceaaaty to interpolate. Different methods of interpdation may be used. The 
most common are simple linear interpolation and Pareto interpolation. The approptiteness of the method 
depends on the form of the distribution around the median. If.density is declining in the area. then we 
recommend Pareto interpolation. If density is fairly conStaM in the area. then we recommend linear 
interpolation. Note. however, that Pareto interpolation can never be used if the interval contains zero or 
negative measures of the item of interest. Interpolation IS used as follows. The quantrty of the item such tkat 

. “p” percent own more IS 

X ‘N = A. exo Ln 2!l\. Ln b AI ’ :’ Ln NJ (7) 
-, , 

\ N./ i A,/ / 

if Pareto interpolation IS indicated and 

N,- PN 
x = DH (AZ-A.) - A* 

N, -N z 

if linear Interpolation IS indicatea. 

where 

(8) 

N 
AI and A2 

N. and N2 

is size of the group, 
are the lower and upper bounds. respectively. of 
the interval in which XjN falls. 
are the ealmated number of group memoem owning 
more than A, and A,, respectrveiy. 
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exo refers to the exponential funaion. and 
Ln refers IO the natural logarithm iuncllon. 

: snould be notect that a mathematCarly equivalent result is ootaineo by Lsing ccmmcr: .c;a:::n-s zts? .3 
sna antllogarrrhms. 

Illustration. To illustrate the calculations for the sampling error on a median. we return to :he same examole 
used to illustrate the standard error of a mean. The median monthly income for this grouo IS 52.1%. The size c’ 
:he group 1s 39,651,OOO. 

1. Using formula (2). the standard error of 50 percent on a base of 39.851.000 is about 7 zercentage 
pornts. 

\ 2. Following step (2), the two percentages of interest are 49.3 and 50.7. 

3. By examining Table 3, we see that the percentage 49.3 falls in the income Interval from S2.CCO to 
52.499. (Since 55.5 percent receive more than $2.000 per month. but only 40.9 percent receive more 
than S2.500 per month. the dollar value corresponding to 49.3 percent must be between 52.000 and 

S2.500.) Thus A. = 52.000. A, = 52.500, N, = 22.106.000. and N; = 16.307.000. 

in thts case, we decided to use Pareto interpolation. Therefore. the upper oound of a 6SOerCenr canndence 
Interval for the median IS 

S2.000 exp Ln Ln 16.307.000‘\ = 32,:al 
22.106.000 

\ 
22.1 OS.OOo// 

Also by examining Table 3. we see that 50.7 falls in the same income interval. Thus, A,, AZ, N., and Nz are the 
same. We also decided to use Pareto interpolation for this case. So the lower bound of a 66.percent 
confidence interval for the median is 

= 52.136 

I i 
22.106.000 * 

/ 
Thus. the &percent confidence interval on the estimated median is from 52.136 to S2.181. An aoProxlmare 
standard error is 

92.161 - S2.136 = 523. 
2 

Standard ec~ors of ratios. The standard error for the average quantity of persons. families. or households per 
family or househoid or for a ratio of means or medians is approximated by fOnTtUla (9): 

2 
5 \‘1 !9) 

;* i j 

’ ‘i 
where x and y are the numerator denominator for the average or the means o: medians which form the 
ratio. and s and s are their associated standard errors. Formula (9) assumes that x and y are not correiateo. If 
the correlaiion is sktually positive (negative), then this procedure will provtde an overestimate (unaerestimatel of 
the standard error for the ratio. 

Standard eror of a difference. The standard e&or of a difference between two sample estimates is 
approximately equal to 

,- 

S f 
!‘fi v 

sx2 - 
St 

(10) 

-. .a 
.,._ _-_ ._ ..-. I . . ” _ ” ,_ _ l”lx .-.. ---. I_. 



‘Mere s and s are the standam errors of the estimates x and v. The estimates can be numcers. c2rc2nis. 
-auos. eic. Th& aoove formula assumes tnat tne samcle correlation coefficient. r. Serrvsen xe ?r;o ‘3sI1mzis ‘5 
zero. If r is really positive (negative). then this assumptton wail lead to overesttmates (UnaerestimaIesI or 1r.e xo 
standard error. 

IllUstrotiOo. Suppose SIPP esttmates based on Wave I data show that dunng the first quarter ci 1985 tne 
number of persons age 25-34 years In non-farm households wtth mean monthly cash income of S4.000 to 
54.999 was 2619.000. while the number with mean monthly cash income of 55.000 to $5,999 was I ,223.OOci 
The standard errors of these numbers would be 155.000 and 106.000. respectively. 

SUPPOSe that it is desired to test at the 10 percent significance level whether the number of Persons age 25-3: IP 
. non-farm households was different for persons with a mean monthly cash income of 54.000 to S4.999 than tar 

Persons with mean monthly cash income of SS.000 to S6.999 during the first quarter of 1985. Assumlf?g mar 
these two estimates are not correlated. the standard error of the estimated difference of 1.396.009 IS 

1, 
,/ (155.000)~ - (106.00012 =z 188.000. 

Since the oifference is greater tnan 1.6 times the standard error of the okfference It is ccncluaea mat In2re !s a 
slgnlficanr difference Detween me two Income categones at the 10 oercenf slgnliicance level. 

Combined Panel Estimates. Both the 1964 and 1965 panels provide data for October 1984 - Aly 1986. Thus. 
estimates made within this trme period may be obtaIned by combining the panels. However. snce rhe Wave 1 
questlonnatre differs from the subsequent waves’ questlonnalres and since there were some croceaural 
changes between the 1 Q64 and 1966 panels. we recommend that estimates from Wave 1 oi the 1985 panel ncr 
be combined with 1984 panel estimates. Additionally, even for later waves. care should be taken when 
combining data from the two panels since questionnaires for the two panels differ somewnat. 

Staning with Wave 2 of the 1966 panel, corresponding data from the 1964 and 1985 panels can be comoined to 
create joint estimates of level by using the formula: 

A 
X = f$ - (142 

w*here: 
X 3 joint esttmate of level: 

^y = estimate of level from the 1964 panel : 

A 
z = estimate of level from the 1965 panel ; 

f = 1984 panel weighting factor. The following values should be 
usad when combining data from rotations for the given waves. 

Waves to be combined 

1965 oand 1964 oanel f 

2’ 6 ,546 
3 7 543 
4’ 8 ,566 
5’ 9 ,566 

*For these waves. only three rotations overlap the corresponding wave of the 1984 Dane1 
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“he aporoxlmare stanaaro error of the comoineo esnmate (x) is: 

q =-4f’ (9’ - ,l . v2 34’ 

.vhere S,. S+ and S.+are the stanoard errors for the estimates of level for tne 1984 ana 1995 car,els czmolnec 
172 1984 panel anaihe 1995 ,oane!. r2soectrvely. 

,slnt estimates of the more camotex statistics (proponions, means. meorans. etc.) for a oamcular cnarac:ensi;c 
snourd be calculated fram a joint distnblnton of the characteristic which can De obtainec as fallcws Genera12 
separate cumulative distributions for the cnaracteristic based on 1984 ano 1985 Dane1 data usng the same 
nrervals for both disthbutions. Create a ioint distribution by averagIng tne esnmates of level wlrnln eacn InretW 
using formula (11). The complex statistics can then oe calculated from tne resultrng joint cIS:r:ou:lOn. 
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Table 4. SIPP INDJRECT GENERAUZED VARIANCE PARAMETEfiS 
FOR THE 1985 PANEL PUBLIC USE FILE’ 

:HARACTERISTICS 

T'ERSOUS 

Tatal or white 

:4* 

‘6+ 

'5. 

ALL 

Program Par7:cipatlcn 
and Benef i ts, Poverty 
Botk Sexes 
Male 
FNle 

(31 

lnccm am Labor Force (5) 
Both Sexes 
rate 
Femate 

Pef7~1a-1 Ptan’ <i) 
Botn Sexes 
Male 
Female 

Others' (6) 
BOrh Sexes 
Male 
FNle 

Poverw (1) 
Born sexes 
Hale 
Female 

-0.0006903 19..OLS 
-0.OOlL633 19,045 
-0.0012910 :9,ocs 

ALL Others (2) 
Both Sexes 
rate 
ienmte 

-0.0003712 10,211 
-0.0007976 iO.241 
-3.0006942 'fl,ZCl 

HalSEnOLDS 

Totat or white -0.0001062 9,LO7 
Black -0.00ou8a 6,500 

2 

-0.0001311 22.327 
-0.0002758 22.327 
-0.0002497 22.327 

~0.0000446 7,612 
-5.00009L1 7.612 
-3.0000851 7.612 

-0.0000817 
-0.0001R3 
-0.0001558 

-0.0001201 27,463 
-0.0002563 27.683 
-0.000232s 27.683 

'3.9LO 
13,940 
!3.910 

1. M~ltuxytnese oaram*cen by r.3Sforesnma~~h~~ mdudr cratatrom rsfereno month Novemoer 1985 ano later. exceot !or 
1985 ulendar yar *mmates. For camnaar year 1985 l umamr. usa the parameten as gcven. 

For cross-tabuianons. usetnr oarameten of the oharactenmcwltn the smaller numoerwth!ntne narentneses 

2. Use me "16+ PensOn Plan” parameters for cmoon win taCMatmns of ~mons 161 m tne labor tom. L1se me 411 Cm?rs 
paramet*rs tar rswement taoulanons. 0 + program ~amaoanon. 0 t ixnefrts. 0 + mcoms. ana O+ laoor 7orce taouatmns. in 
aaaltlon to any other tyocs 01 la0ulanons not spmfldly covered by anotnar cnaractertsnc In tnts taole. 
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Table 5. Factors to be Applied to &se Parameters to Obtain Parameters for Var:cus R~torence Per:ocs 

Q of available 
rotation months’ 

Monthly estrnate 
1 

2 

3 
4 

Quanetly estimate 
6 
8 
9 

10 
11 
12 

4 0000 
2.0000 
1.3333 
1.0000 

1.8519 
1.4074 
1.2222 
1.0494 
1.0370 

1 .oooo 

1, The nummr ol avulablo rotanan montnr far a givwt l lhttato is me sum of the number of rotanons avatlable for eacn monm of me 

emmate. 
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Factors for use Factors for use 
in State or CnSA in Regronat or 
(MSA) laoulations Yatlonat Tacutat~cns 

wormeast: C-tlCUt ;.03a7 :.0387 
ralnc 1.2219 1.2219 
Yasaacnusetts 1.0000 : .oooo 
New Hwmshire 1.223L 1.2234 
New Jersey 1.0000 i .OOOO 
WI% York 1.0000 1.0000 
Pemsytvania 1.0096 1.0096 
Rhodr IsLaM 1.2506 1.2506 
vtnY8mt 1.2219 1.2219 

Midwest: Illinois 1.0000 :.0110 
Indiana 1.0336 1.0450 
low __ -_ 
Kans8s 1.2994 1.3137 
Michigan 1.0328 l.OLL2 
rimesoca 1.0364 l.OL80 
nissowr 1.0756 1.087~ 
Yeorasxa 1.6173 :.5351 
Vorth Dakota __ .- 
Ohio 1.0233 1.0346 
Soutn Dakota ._ .- 
Uisconsln 1.0188 1.0300 

soutn: Alaham 
Arkansas 
OdWWe 
O.C. 
FlOl-idJ 
Georgia 
Kentucky 
Louisiana 
M.¶rylmd 
Mississi~i 
Rorth Carolina 
Oklahmu 
South Carol i M 
T-see 
Texas 
virglnia 
Yest Virginis 

1.157L 1.1595 
1.6150 1.6179 
1 .ss93 1.5621 
1.0000 1.0018 
1 .OlLO 1.0158 
l.OlL2 1.0160 
1.2120 1.21L2 
1.0% 1.0753 
1.~000 1.0018 

-_ -- 
1.0000 1.0018 
1.0793 1.0812 
1.0185 1.0203 
1.0517 I.0536 
I.0113 1.0131 
1.0521 1.oY.o 

-- __ 

west: Alaska 1.4339 1.4339 
Arizona 1.0117 1.0117 
California 1.0000 1.0000 
Colorado 1.1306 1.1306 
Hawaii 1 .oooo 1.0000 
1-0 1.L339 1.4339 *ontuy 1.6339 1.L339 
NW l.Oooa 1.0000 
Nar Mexico 1.0000 1.0000 
Oregon 1.1317 1.1317 
Utah 1.0000 1.0000 
ushington 1.0456 l.OLS6 
rnlml 1.4339 l.C339 

Table 6. Metropolitan Subsample Factors to be Applied ;J Compute Nationa 
and Subnational Estimates 

-- indicates M mtrowlitan SI&~MLC is identified for the State 
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