SOURCE AND ACCURACY STATEMENT
SURVEY OF INCOME AND PROGRAM PARTICIPATION (SIPP)
1986 AND 1987 PANELS

SOURCE OF DATA

The data were collected in the 1986 arxi 1987 panels of the Survey of income and Program Participation (SIPP). The
SIPP universe is the noninstitutionalized resident population living in the United States. The population includes
persons living in group quarters, such as dormitories, rooming houses, and religious group dwellings. Crew
members of merchant vessels, Armed Forces personnel living in military barracks, and institutionalized persons. such
as correctional facility inmates and nursing home residents, were not eligible to be in the survey. Also. United Sta.es
citizens residing abroad were not eligible to be in the survey. Foreign visitors who work or attend school in this
country and their families were eligible; ail others were not eligible to be in the survey. With the exception noted
above, persons who were at least 15 years of age at the time of the interview were eligible 1o be in the survey.

Each of the 1986 and 1987 panels of the SIPP sample are located in 230 Primary Sampling Units (PSUs) each
consisting of a county or a group of contiguous counties. Within these PSUs, expected clusters of 2 living quarters
(LQs) were systematically selected from lists of addresses prepared for the 1980 decennial census to form the buix of
the sample. To account for LOs built within each of the sampie areas after the 1980 census, a sample was grawn of
permits issued for construction of resigential LQs up until shortly before the beginning of the pane! In lunsdictions
that do not issue building permits, small land areas were sampled and the LQs within were listed by field personnel
and then clusters of 4 LOs were subsampled. In addition, sampie LOs were selected from supplemental frames na:
included LQs identified as missed in the 1980 census and persons residing i group quarters at the ime of the
Census.

Approximately 16.300 living quarters were ariginally designated for the 1986 panel and approximately 16.700 tor the
1987 panel. For Wave 1 of the 1986 panel, interviews were abtained from the occupants of about 11,500 of the
16,300 designated living quarters. For Wave 1 Ui the 1987 Panel about 11,700 interviews were obtained from the
16,700 designated lving quarters. Most of the remaining 4800 living quarters in the 1986 panel and 5000 living
guarters in the 1987 panel were found to be vacant, demoiished. converted to nonresigential use, or ctherwise
ineligible for the survey. However, approximately 900 of the 4800 living quarters in the 1986 panel and 800 of the
5000 living quarters in the 1987 pane! were not interviewed because the occupants refused to be interviewed, could
not be found at home, were temporariiy absent, or were otherwise unavailable. Thus. occupants of about 83 percent
of all eligible living quarters participated in Wave 1 of the Survey for both the 1886 and 1987 paneis.

For Waves 2-7. only criginal sample persons (those in Wave 1 sample households and interviewed in Wave 1) and
persons living with them waere eligible to be interviewed. With certain restrictions, original sample persons were 10 be
foilowed if they moved to a new address. When original sample persons moved without leaving a forwarding
address of moved to extremety remote parts of the country and no telephone number was available, additional
noninterviews resuited.

Sample househoids within a given panel are divided into four subsamples of nearly equai size. These subsamples
are called rotation groups 1, 2, 3, or 4 and one rotation group is interviewed each month. Each household in the
sampie was scheduled to be interviewed at 4 month intervats over a period of roughly 214 years beginning in
February 1986 for the 1986 panel and February 1987 for the 1987 panel. The reference period for the guestions is the
4-month period preceding the interview month. In general, one cycle of four interviews covering the entire sampie,
using the same questionnaire, is called a wave. The exception is Wave 3 for the 1986 panel which covers three
interviews.

The public use files include core and supplemental (topical module) data. Core questions are repeated at each
interview over the life of the panel. Topical modules include questions which are asked only in certain waves. The .
1986 and 1987 panel topical modules are given in tables 1 and 2, respectively.

Tables 3 and 4 indicate the reference months and interview months for the coilection of data from each rotation
group for the 1986 and 1987 panels. For example, Wave 1 rotation group 2 of the 1986 panel was interviewed in
February 1986 and data for the reference months-October 1885 through January 1986 were coilected.



SOURCE AND ACCURACY

Table 1 1986 Panel Topicai Moduies

Wave Topical Moduie
1 None
2 Welfare Mistory
Recipiency History
Employment History

Work Disability History
Education and Training History
Family Background

Maritat History

Migration Histary

Fertiiity Mistory

Household Relationships

3 Chitd Care Arrangements
Child Sunport Agreernents
Supporn of Non-housencid Members
Health Status ang Utilization of Health
Care Services
Long-term Care
Disabifity Status of Chudren
Job Offers

4 Assets and Liabilities :
Retirernent Expenditures and Pension Plan
"~ Coverage
Real Estate Property and Vehicies

5 Taxes
Annua! Income and Retirement Accounts
Educational Financing and Enroitment

6 Child Care Arrangements
Child Support Agreements
Support for Non-household Members
Work Related Expenses
Shelter Costs/Energy Usage

7 Asssts and Liabilities

Pension Plan Coverage
Real Estate Property and Vehicles
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Table 2 1987 Pane! Topical Modules

Wave Topical Modute
1 None

2 Weltare History
Recipiency History
Empioyment History
work Disability
Education and Training History
Family Background
Maritai History
Migration History
Fertitity History
Household Relationships

3 Child Care Arrangements
Chilg Suppor Agreemenis
Suppon for Non-household Memgoers
Work Retated Expenses
Sheiter Costs

4 Assets and Liabilities :
Real Estate Property and Vehicies

5 Taxes
Annual Income
Educational Financing and Enroliment

6 Chiid Care Arrangements

Child Support Agreements

Support tor Non-household Mempers

Health Status and Ltilization cf Health
Care Services

Long-term Care

Disability Status of Children

Job Offers

7 Selected Financial Assets
Medical Expenses
work Disability
Real Estate, Sheiter Costs. Dependent
Care and Vehicles
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Table 3. Reference Months for Each Interview Month - 1986 Panel

Reference Period

Month of  Weve/ 4th Quarter Ist Quarter 2nd Quarter  3rd Quarter  4th Quarter
Inter Rota- (1985) {1988) {1986) (1986) (1985)
view ion Oct Nov Dec  Jan Feb Mar  Ape May Jur  Jul Aug Sep  Cct Wov Dec
Fep 86 1/2 X X X X

March 1/3 X X X X

Az iy 174 X x % X

May 171 X X X X

June 2/2 X X X ‘l

July 2/3 X X x X

Aug 2/4 X X X X

Sect 2/1 ' X X X X

cat 372 X X x X

Nov 3/3 X X X x
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Table 4. Reference Months for Each Interview Month - 1987 Panel

Reference Period

wave/ 4th Quarter ist Quarier  2ne Guarter  3rd Quarter
Rcta- (1586) (1987) (1967) (1987)
ion Oct Noav Qec Jan Feb Mar Apr May Jun  Jul Aug Sep
V2 X X X b
1/3 X X PO §
I X AX X
11 X X X X
2/2 X X X X
23 X X X X
Zi- . . A A
2/ xX A X
3.z X X X X
03 X X X
ERES X

&th Suarter

(1987)
Oct Nov Dec
X
X x

1st Guarter
(1989)
Jan feb War
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Estimation.

The estimation procedure used to derive SIPP person weights invoived several stages of weight adjustments. In
the first wave, each person recefved a base weight equal (o the inverse of his/her probability of seiection. For
each subsequent inieview, each person received a base weight that accounted for foilowing movers. A
rionimerview adjustment factor was applied to the weight of every occupant of interviewsd nousenoids 10

account for households which were gligible for the sampie but were not interviewed. (Individual nonrespeonse
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noninterviews in group quarters.) A factor was appiied to each interviewed persan’s weight to account for the
SIPP sample areas not having the same population distribution as the strata from which they were selected.

An additional stage of adjustment to persons’ weights was performed to reduce the mean square error of the
survey esn‘males by ratio adjusting SIPP sample estimates to monthly Current Population Survey (CPS)
astimates' of the tivilian {and some military) noninstitutional population of the Unitad States by age, race.
Spanish origin, sex, type of househoider (marned singie with relatives, single without relatives). and relationship
to housshotder (spouse or other). The CPS estimates were themselvas brought into agreement with estimates
from the 1880 decennial census which were adjusied to refiect births, geaths, immigration, emigration, ang
changes in the Armed Forces since 1980. Also, an adjustment was made so that a husband and wile within the
same household were assigned equal weights

Use of Weights.

Each househoid and each persen within each househoid on each wave tape has five weights. Four of these
weights are reference mantn specific and therefore can be used only to form reference month estimates.
Reference month estimates can be averaged to form estimates of monthly averages over some period of time
For example, using the proper weights, one can estimate the monthly average number of households in a
specifiad income range over November and December 1888, To es*maie monthly averages of a given measure
{e.g., total, mean) over a number of consecutive months, sum the momhly estimates and divide by the numbe:
of months.

The remaining weight is interview month specific. This weight can be used tc torm astimates that spectically
refer to the interview month (e.g., total persons cutrently iooking for work}, as well as estimates reterring 1o the
time period including the interview . month and all previous months (e.q., tofai persons who have ever served in
the msmary)

To form an estirate for a particular month, use the reference monh weight for the month of interest. summing
over all persons or households with the characteristic of interest whosa reference period includes the month of
interest. Multiply the sum by a factor to account for the number of rotations contributing gata for the month.
This factor equals four divided by the number of rotations contributing data for the month. For example,
February 1985 data is only available from rotations 1, 3, and 4 for Wave 1 of the 1986 panei, 5o a factor of 4/3
must be applied. To form an estimate for an interview month. use the procedure discussed above using the
intarview month waight provided on the file.

When estimates tor months without four rotations worth of data are constructed from a wave file, factors greater
than 1 must be applied. Howeaver, when core data from consecutive waves are used together, data from all four

s At 2 s

rotations may be availabie, in which case ihe factors are equai o 1.

These tapes contain no weight for chamcteristlcs that involve a person’s or household's status over two or more
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and December 1986).

1. Thase special CPS ssumates ars siightly difterent from the published monthiy CPS sstimates. The differsnices ansa from forting
counts of husbancds to agree with counts of wives. .
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Proaucing Estimates for Census Regions and Siates.
The total estimate for a region is the sum of the state estimates in that region.

Using this sample. estimates for individual states are subject 10 very high variance and are not recommended.
The state codes on the file are primarily of use for tinking respondent characteristics with appropriate contextual
vanables (e.g.. state-specific welfare crateria) and for tabulating data by user-cefined groupings of states.

Producing Estimates for the Metropolitan Population.

For Washington, DC and 11 states. metropolitan or non-metropolitan residence is identified (variable H*-
METRO). in 34 additionai states, where the non-metropolitan population in the sample was small enough tc
present a disciosure risk, a fraction of the metropolitan sample was recoded to be indistinguishabie from non-
metropolkan cases (H*-METRO=2). Inthese states, theratore, the cases coded as metropolitan (H”-
METRO=1) represent only a subsampie of that population.

in producing state estimates for a metropoelitan characteristic. multiply the individuai. family. or household
weights by the metropolitan inflation factor for that state, presented in table 8. (This inflation factar
compensates tor the subsampling of the metropoiran popuiation and 1s 1.0 for the states with compiete
identification of the metropolitan population.)

The same procedure applies when creating estimates for particutar identified MSA's or CMSA 's--apply the tactcr
appropriate to the state. For muiti-state MSA's, use the factor appropriate to each state part. For exampte, to
tabulate data for the Washington, DC-MD-VA MSA, apply the Virginia factor of 1.0521 to weights for residents of
the Virginia part of the MSA; Maryland and DC residents require no modification to the weights (i.e., their factars
eqgual 1.0). :

in producing regional or national estimates of the metropolitan population, 1t is also necessary to compensate
for the fact that no metropolitan subsample is identified within two states (Mississippi and West Virginia) and one
state-group (North Dakota - South Dakota - iowa). Thus, factors in the right-hand column of table 8 should be
used for regional and national estimates. The results of regional and national tabulations of the metropolitan
population will be biased slightly. However, less than ane-half of one percent of the metropolitan poputation is
not represented.

Producing Estimates for the Non-Metropolitan Population.

State, regional, and national estimates of the non-metropofitan popuiation cannot be computad directly, except
for Washington, DC and the 11 states whara the factor for state tabuiations in table 8 is 1.0. In alt other states,
the cases identified as not in the metropolitan subsampie (METRO = 2) are a mixture of non-metropclitan and
metropoiitan households. Onty an indirsct method of estimation is available: first compute an estimate for the
total popuiation, then subtract the estimate for the metropolitan population. The results of these tabulations will
be slightly biased.

ACCURACY OF THE ESTIMATES

SIPP estimates obtained from public use files are based on a sample; they may ditter somewhat from the figures
that would have been obtained it a complate census had been taken using the same questionnaire, instructions,
and enumerators. There are two types of errors possible in an estimate based on & sample survey:
nonsampling and sampiing. The magnitude of SIPP sampling error can be astimated, but this is not true of
nonsampling error. Found below are descriptions of sources of SIPP nonsampting error, followed by a
discussion of sampling error, its estimation, and its use in data analysis.
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Nonsampiing Variability.

Nonsampling errors can be attributed 1o many sources, e.g., inability to obtain information about all cases in the sampie,
detinitional difficulties, differences in the interpretation of questions. inability or unwillingness on the part of the
respondents to provide correct information, inability to recall information. errars made in collection such as in recording
ot coding the data. errors made in processing the data, errors made in estimating values for missing data. biases
resulting from the differing recall periods caused by the rotation pafiern used and faijure to represent ai! units within the
universe (undercoverage). Quality controt and ed procedures were used 1o reduce errors mace Dy respondents.
coders and interviewers.

Undercoverage in SIPP results from missed living quarters and missed persons within sample households. It is known
1hat undercoverage varies with age, race, and sex. Generaily, undercoverage is larger for maies than ior females and
larger for tblacks than for nonblacks. Ratio estimation to independent age-race~-sex popuiation controis partially corres!s
for the bias due to survey undercoverage. However, biases exist in the estimates to the extent that persans in missed
households or missed persons in interviewed hauseholds have difterent characteristics than the interviewed persons in
the same age-race-Spanish crigin-sex group. Further, the independent population controls used have not been
adjusted for undercoverage.

The following tables summarize information on household nonresponse fo- the inlarview montg fo- Weve 1 ¢f the 1882
and 1887 panels, respectively.

Table 5. 1986 Panel: Sample Size, by Month and interview Status

Household Units Eligible

Nonresponse
Month Toai Interviewed  Nonintervieweg Rate (%)
Feb. 1986 3200 3000 300 8
Mar. 1586 3100 2500 200 9
Apr, 1986 3100 2800 200 7
May 1986 3000 2800 260 7
12.400 11,500 900

* Due to rounding of alt numbers at 100, there are some inconsistencies. Th2 percentage was calculz:e2 using
unrounded numbers.

Table 6. 1887 Panel: Sample Size, by Month and Interview Status

Household Units Eligible

Nonresponse
Month Total Interviewed  Noninterviewed Rate (%)
Feb. 1987 3100 2900 200 7
Mar. 1987 3200 2900 200 7
Apr. 1887 3000 2900 200 6
May 1987 3200 3000 200 8
12.500 11,700 800

* Due to rounding of all numbers at 100, there are some inconsistencies. The percentage was calcutated using
unrounded numbers,
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Sample loss at Wave 1 of the 1986 and 1987 Panels was about 7% and increased to roughly 19% at the end of
Wave 5 of the 1986 Panel and to roughly 18% at the end of Wave 5 for the 1987 Panel. Further noninterviews
increased the sample loss about 1% for each of the remaining waves.

Some respondents do not respond to some of the questions. Therefore, the overall nonresponse rate for some
items such as income and other money related tems is higher than the nonresponse rates in the above tabies

The Bureau uses complex technigues to adjust the weights for nonresponse. but the success of these
technigues in avoiding bias is unknown,

Unique to the 1986 Panel. maximum telephone interviewing was tested in Waves 2,3. and 4. Spectfically. half of
{he sampie in rotations 4 and 1 of Wave 2. rotations 2 and 3 of Wave 3 and rotations 2.3, and 4 of Wave 4 we:e

Haelnnnfnri {for teienhone intarviews, Anaivsis has not vat haan somniated so the affact on data ﬂualrh; 1S not vet
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known, Hence, caution should be used when interpreting analytical results, especiaily for Waves 2 :hrough 4 of
the 1986 panel. Again, this test was conducted in the 1986 panet only and will have no beanng on the 1987
Panei data.

Comparability With Other Statistics.
Caulion sheuid be exercised when comczning daia from these files with data from ctner SIPP progucis or wiln

data fram other surveys. The cornparability problems are caused by sources such as the seasona: patterns for
many charactenstics, definfional diterences, and different nonsampling errors.

Sampling Variability.
[ o TP PR H R Y Sy e ey P T Sy Sy Ty sl snmebimil s s [P - Ty 4
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some nonsampling errors in response and enurneration. but do not measure any systematic biases in the gata.
The standarg errors for the most part measure the variations that cccurred by chance because a sampie ratner
than the entire population was surveyed.

Confidence intervals.

The sample estimate and fts standard error enable one to construct confidence intervals, ranges that would
include the average resuit of ail possible samples with a known probability. For example, if all possible sampies
were selected. each of these being surveyed under essentiaily the same conditions and using the same sample
design, and it an estimate and its standard error were calcuiated from each sampie, then:

1. Approximately 68 percent of the intervals from one standard error below the estimate to one standard
arror above the estimate would include the average result of all possible samples.

2. Approximately 90 percent of the intervals from 1.6 standard errors beiow the estimate 10.1.6 standard
errors above the estimate wouid include the average resuit of all possible samptes.

3. Approximately 95 percent of the intervals from two standard errors below the estimate to two standard
errors above the estimate would include the average result of all possibie sampies. :

The average estimate derived from all possible samples is or is not contained in any particular computed
interval. However, for a particular sample. one can say with a specified confidence that the average estimate
derived from all possible sampies is included in the confidence interval.

Hypothesis Testing.
Standard efrors may also be used for hypothesis testing, a procedure for distinguishing between population

paramaters using sampie esumates. The most common types of hypotheses tested are 1) the popuylation
parameters are identical versus 2) they are different. Tests may be performed at vanous levels of significance.
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where a level of significance is the probability of conciuding that the parameters are different when, in fact. they
are kentical.

To perform the most common hypothaesis test, compute the difference X » - Xg. where X, and X, are sample
estimates of the parameters of interest. A later section explains how 10 derive an estimate of the standarg error
of the difterance X, - XB. Let that standard error be SoiFe WX, - XE is between -1.6 times Spyep @nd + 1.6 times
Sqer MO conclusion about the parameters is justified at the 10 percent significance level. If on the other hanc.
X, - Xg is smaller than -1.6 times Spupr OF larger than + 1.6 times SyFe the observed difference is significant at
the 10 percent level. In this event, it is commoniy accepied practice to say that the parameters are difterent. Of
course, sometimes this conclusion will be wrong. When the parameters are. in fact, the same, there is a 10
percent chance of concluding that they are different.

Note when using smail estimates.

Because of the iarge standard errors invoived, there is little chance that summary measures would reveai useful
information when computed on a smaller base than 200,000. Aiso, care must be taken in the interpretation of
small differences. For instance, ini case of a borderline difference, even a smail amount of nonsampiing error
can lead to a wrong decision about the hypotheses. thus distorting a seemingly valid hypathesis tes:.

Standard Error Parameters and Tables and Their Use.

Most SIPP estimales have greater standard errors than those obtained through a simple random sample
because clusters of living quarners are sampled. To derive standard efrors that would be applicabie 10 a wide
variety of estimates and could be prepared at a moderate cost, a number of approximations were required.
Estimates with similar standard efror behavior were grouped 1ogether and two parameters {denoted “a" and
“L"} .sete deveioped to approxirnate the standarg error behavior of each group of estimates. Thzs2 "a” 2r3
“b" parameters are used in estimating standard errors and vary by type of estimate and by subgroup to which
the estimate applies. Tabie 9 provides base "a™ and "b'"" parameters to be used for estimates in this file.

The factors provided in table 10 when multiplied by the base parameters for a given subgroup and type of
estimate give the “a" and "b" parameters for that subgroup and estimate type for the specified reference periogd
For example, the base “a" and “b" parameters for total income of households are -0.0001168 and 10.623.
respectively.

For Wave 1 the factor for Cctober 1985 is 4 since only 1 rotation of data is available. So.the "a" and “b”
paramaeters for tatal household income in October 1985 based on Wave 1 are -0.0004672 and 42.482,
respectively. Also for Wave 1, the factor for the first quarter of 1986 is 1.2222 since 9 rotation months of data are
avafiable (rotations 1 and 4 provide 3 rotations months each, while rotations 2 and 3 provide 1 and 2 rotation
months, respectively). So, the “a” and “b” parameters for total household income in the first quanter of 1586
are 4.0001428 and 12,983, raspectively for Wave 1.

The “a” and “b" pararmneters may be used to calculate the standard error for estimated numbers and
percentages. Because the actual standard error behavior was not identical tor all estimates within a group, the
standard errors computed from these parameters provide an indication of the order of magnitude of the
standard error tor any specific estitnate. Methods for using these parameters for computation of approximate
siandard etrors are given in the following sections.

For those users who wish further simplification, we have also provided general standard errofs intables 11
through 14 for making estimates with the use of data trom all four rotations. Note that these standard errors
must be adjusted by a factor from table 9. The standard errors resutting from this simplified approach are less
accurate. Methods for using these parameters and tables for computation of standard errors are given in the
following sections.
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Standard errors of estimated numbers.
The approximate standard error, S, of an estimated number of persons, househoids, families. unrelated
individuals and so fonth, can be obtained in two ways. Both apply when data trom ali four rotations are used 1o
make the estimate. However, only the second method should be used when less than four rotations of data are
available for the estimate. Note that nefther method should be applied to doliar vaiues.
It may be abtained by the use of the formula

Sy = fs (1)

where f is the approoriate "f* factar from table §. and s is the standard error on the estimate obtained by
interpolation trom table 17 or 12. Alternatively, ¢ .. May be approximated by the formuia

2

Sy =Vvax* + bx (2)
tfrom which the standard errors in tabies 11 and 12 were caiculated. Mere x is the size of the estimate and &’
and “b" are the parameters associated with the particular type of characteristic be:ng estimated. Use of formuiz
2 will crovide more azcurate resuts than the use of formula 1
fliustraor.
Suppose SIPP estimates for Wave 1 of the 1986 panel snow that there were 472,000 housenolds with monthiy
housenoid income above $8.000. The appropriate parameters and factor from table 9 and the appropriate
general standard error from table 11 are

3

-0.0001168 b - 10,623 f « 1.0 s = 71,000
Using formula 1, the approximate standard error is
S¢ = 71,000

Using formula 2. the approximate stancaro error is

*V(-O.OOOIISB) (472,000)2 + (10,623) (472,000) == 70,600

Using the standard error based on formula 2, the approximate 90-percent confidence interval as shown by the
data is from 359,000 to 585.000. Therefore. a conclusion that the average estimate derived from all possible
samples lies within a range computed in this way would be correct for roughty 90% of all samples.

Standard Error of a Mean

A mean is defined here to be the average quantity of scme item (cther than persons, families, or househoids)
per person, family, or household. For example, it could be the average monthly household income of females
age 25 to 34. The standard error of a mean can be approximated by formula 3 below. Because of the
approximations used in developing forrmula 3. an estimate of the standarg error of the mean obtained from this
formuta will generally underestimate the true standard error. The formula used to estimate the standard error of

ameanXis
b
5 o -)s2 (3)

PNy

where vy is the size of the base. s? is the estimated population variance of the itern and b is the parameter
associated with the particular type of item.
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The population variance s? may be estimated by one of two methods. In both methods we assume x. is the
valde of the item for person i. To usa the first method, the range of values for the tem is divided into ¢ intervals.
The upper and lower boundaries of interval | are Z ,and Z raspectively. Each person is placed into one of ¢
groups such that Z <x < Z.

'

The estimated population variance, 2, is given by the formula;
c
= R S .
Y. P my e, (4)

where p is the estimated proportion of persons ingroup j, andm = (Z , - Z) /2 The most representative
value of the ftem in group j is assumed to be m.. if group c1s open-ended i.e. no upper interval boundary
exists, then an approximate vaiue for m, is

3
mc = 5 ZC-]'

The mean. X. can be obtained using the tollowing formula:

£

where there are n persans with the item of interest and w; is the final weight for person i The mean, x. can be
obtained from the formula

n
wW:X
_ 12-1’
X =
§
w
=1
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lllustration

Suppose that based on Wave 1 data. the distribution of monthty cash income for persons age 25 1o 34 during
the momnth of January 1986 is given in table 7.

Table 7 Distribution of Monthly Cash income Among Persons 25 to 34 Years Old

Under $30C 3500 $900 $1,200 $1,500 $2,00C $2,500 $3,000 33,500 $%,000 $%,000 $46,00C
Total 38300 to to 10 te A {] to to te to te te anc
3599 3879 31,199 $1,499 $1,999 $2,499 $2,999 $3,499 $3,999 54,999 $5,99F  over

Thousancs in 39,851 1371 1451 2259 273 3452 4278 5799 4730 3723 2519 2616 1223 1493
interva.

Percens wizm 8% -- 122,37 Yo
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Using tormuia 4 and the mean mcnthly cash income of $2.530 the approximate populaticn variange. s is
1,371 S 1,851
S — (180)% = ool (850)2 ..., -
. 39,851 398,851
1,493

——————  {9,000)¢ - (2.53C)2 = 3,159,887,
'\_?9,851

Using formuta 3, the appropriate base 'b" parameter and facicr from table 9. the estimated standard error of 2
mean x is

Sg o= s . (3,156.887) = $26
J/ 139,851,000

Standard error of an aggregate.

An aggregate is defined to be the total quantity of an item summed over all the units in a group. The
standarg error of an aggregate can be approximated using formuta 6.

As with the estimate of the standard error of a mean. the estimate of the standard error of an aggregate wili
generally underestimate the true standard error. Let y be the size of the base, s* be the estimated population
variance of the item obtained using formula (4) or (5) and b be the parameter associated with the particular type
of item. The standard error of an aggregate is:

sy = (b) (y)s? (6)
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Standard Errors of Estimated Fercentages.

The reliability of an estimated percentage, computed using sampie data for both numaratar and denominator,
depends upon both the size of the percentage and the size of the total upon which the percentage is based.
Estimated parcentages are relatively more reliable than the corresponding estimates of the numerators of the
percentages, particularly i the percentages are 50 percent or more, e.g., the percent of peopie employed is
more reliabie than the estimated number of peoplea employed. When the numeralor and denominator of the
percentage have different parameters, use the parameter (and appropnate factor) of the numerator. If
proportions are presented instead of percentages, note that the standara efror of a propottion is equal 1o the
standard error of the corresponding percentage divided by 100.

There are two types of percentages commonly estimated. The first is the percentage of persons, families or
households sharing a particular characteristic such as the percent of persons owning their own nome. The
second type is the percantage of money or soma similar concept heid by a particuiar group of persens or held
in a particular form. Exampies are the percent of lotal weaith held by persons with high income and the percent
of total Income received by persons on welfare.

For the petcentage of persons, families, or households, the approximate standard error. s
percentage p can be obtainad by the {ormulz

(x, Of the estimaied

S(X,p} = fs (7)

when data from all four rotations are used 10 estimate p.

In this formula. f is the appropriate " factor from table 9 and s is the standard error of the estimate from table
13 or 14. Alternatively. it may be approximated by the formuia

/b
S(x,p) ’\/; (p) (100-p) ' (8)

from which the standard errors in tables 13 and 14 were calculated. Here x is the size of the subciass of socia!
units which is the pase of the percentage. p is the percentage {0<p < 100), and b is the parameter associated
with the characteristic in the numaerator. Use of this formula will give mare accurate results than use of formuta 7
above and should be used when data from less than four rotations are used to estimate p.

For percentages of money, a more complicated formula is required. A percentage of money will usually be
estimated in one of two ways. it may be the ratio of two aggregates:

pp = 100 (Xy / Xy

or it may be the ratio of two means with an adjustment for different hases:

Py = 100 (PA iA / in)

where X, and X,, are aggregate money figures, 'i and X, X,, are mean money figures, and Q is the estimated
number In group A diviied by the estimated number in group N. In either case, we estlmate tha standard error
as

la_ 2 ]

s Pax /SA s .
i PAXA _\ \ +(/_B_“§ , (9)
,_/\ pA/ ' \ xA/ N Xy
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where S, is the standard error of p 4 S 1S the standard error of "x'A and sg is the standard error oi :':'N. To
calcuate S, use tormula 8. The standard errors of X, and X, may be calculated using formula 3.

it shouid be noted that there (s frequently some ¢orrelation between é A '§N. and YA. If thase correlations are
positive, then formula 9 will tend to overestimate the true standard error, i they are negative, ungergstimates
will tend to result.

liustration.

Suppose that, in the month of January 1988. 6 7 percent ot the 16.812,000 persons in nontarm nouseholds wit-
a mean monthly housenoid cash income of $4.000 to $4.999. were black. Usingformula 68 and the "b™

parameter of 11,585 and a facter of 1 for the month of January 1986 from table 9, the approximate stancarc
erroris

m emmmeameana- {(6.7) (100-8.7) = 0.66 percent
L (16,812,000)

Conseguenuy, the 90 percent contaence interva as sNown Dy tnese dala is trom 5.6 10 7.8 percent.
Standard Error of a Ditterence.

The standard error of a difference between two sampte estimates is approximately egual to

2 2
= . - 3
S(x-y} ‘,JSX Sy (10/

wheres and s are the stangard errors of the estimates x and y.

The estimates can be numbers, percents, ratics. etc. The abave formula assumes that the correlation
coefficient, r. batween the characteristics estimated by x and y is zero. If ris really positive (negatve;, then this
assumption will tend 10 cause overestimates {underestimates) of the true standard error.

Hlustration.

Suppose that SIPP estimates show the number of persons age 3544 years with monthly cash income of $4.0C7
1o $4,899 was 3,186.000 in the monitn of January 1986 and the number of parsons age 25-34 years with montni,
cash income of $4.000 to $4.999 in the same time period was 2.619,000. Then, using parameters and factors
from table 9 and formula 2, the standard errors of these numbers are approximately 164,000 and 149,000,
respectively. The difference in sample estimates is 567,000 and. using formula 10, the approximate standarc
error of the difference is

%154,000) 2 4+ (149,000) 2 = 222,000

Suppose that it is desired to test at the 10 percent significance ievel whether the number of persons with
manthly cash income of $4,000 to $4.999 was ditferent for persons age 35-44 years than for persons age 25-34
years. To perfommn the test, compare the difference of 567,000 to the product 1.6 X 222,000 = 355,200. Since
the differance is greater than 1.5 times the standard error of the difference, the data show that the two age
groups are significantly different at the 10 percent significance level.

Standard Error of & Median.

The median quantity of some ftam such as income for a given group of persons, families, or housenhaids is that
quantity such that at least half the group have as much or more and at ieast haif the group have as much or
iess. The sampling variability of an estimated median depends upon the form of the gistribution of the item as
well as the size of the group. To calculate standarg errors on medians, the procedure described below may te
used.
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An approximate methaod for measuring the reliabllity of an estimated madian is 1o determine a confidence
intarval about It. (See the section on sampling variability for a general discussion of confidence intervals.) The

tollowing procedure may be used to estimate the 68-percent confidence limits and hence the standard error of a
median based on sampie data.

1. Determine, using either formula 7 or formula 8. the standard error of an estimate of 50 percent of the
group;

2. Add to and subtract from 50 percent the standard error deterrnined in step 1,

3. Using the distribution of the ltem within the group, caiculate the quantity of the ftem such that the
percent of the group owning more is equat 1o the srnaller percentage found in step 2. This quantity will
be the upper limit for the 68-percent corfidence interval. In a similar fashion, calculate the quantity of
the ftem such that the percent of the group owning more is equal 10 the larger percentage found in step
2. This quantity will be the lower limi for the 8§8-percent confidence interval:

4. Divide the difference between the Iwo quantities determined in step 3 by two to obtain the standard error
of the median

To perform step 3. it wiif be necessary to interpolate. Different methogs of intarpolation may oe uses. The mest
commoen are simple linear interpolation and Paretc interpolation. The appropriatenessof the rmethod depends
on the form ot the distribution around the median. It density is declining in the area. then we recommend Pareto
interpolation. If density is faily constant in the area, then we recommend linear interpolation. Note. however,
that Pareto interpoiation can never be used i the interval comains zero or negative measures of the tem of
interest. Interpoiation is used as follows. The quantity of the tem such that "p” percent own more is

T / N ‘ B
; PN N rApy
X = expi.lni -- j/Ln -- Ln -- . A (11)
pN | N ol
A Wy Ny, AL
if Pareto interpolation is indicated and
‘DN'NI B
xpN ¥ ee--- (A-R;) + Ay (12)
Na-Ny

it linear interpolation is indicated, where N is the size of the group,

A, and A2 are the lower and upper bounds. respectively, of the interval in which XpN falls.

N, and N, are the estimated number of group members owning more than A, and A,

respectively,
exp refars 1o the exponential function and
Ln refers to the natural logarithm function.
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Hiustraticn.

To llustrate the calculations for the sampling error on a median. we retum o the same table 7. The median
morthly income tor this group is $2.158. The size of the group is 39.851.000.

1. Using the formula 8, the standard error of 50 percent on a base of 39.851,000 is about 0.7 percentage
points

2. Following step 2, the two percentages of interest are 49.3 and 50.7.

3. By examining table 7, we see that the percentage 49.3 falls in the income interval trom 2000 to 2488,
{Since 55.5% receive more than $2.000 per month, the dollar value corresponding to 49.3 must be
berween $2.000 and $2,500). Thus. A, = $2,000, A, = $2.500, N, = 22.106,000. and N, = 16.307.0C2.

In this case. we decided to use Pareto interpolation. Therefore, the upper band of a 68% confidence interval for
the median is

N
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1
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22,106,000 ,/  \22,106,000° 2,000

Aiso by examining table 7, we see that 50.7 falls in the same income interval. Thus, A, A, N. and N, are the
same. We aiso aecided 10 use Pareto interpolation for this case. So the lower bound of a 68%
confidence interval for the median is
: [(.507} {39,851,000). 16,307, 000\\ f'2,500 |
$2,000 exp iLn A D ) Ln | ———— I =52136
- 22,108,000 22,106,000 2,000

Thus. the 88-percent configence interval on the estimated median is from $2136 to $2181. An approximate
standard error is

sz18l - $2136 = $33

Z
Standard Errors of Ratios of Means and Medians.

The standard error for a ratio of means or medians is approximated by:

!y V2T Sy \ 2 sy 21 (12)
oG )
\y / y / \x /.
where x and y are the means, and s, and s_ are their associated standard errors. Formula 13 assumes that the
maeans are not cofrelated. If the correlation between the population means estimated by x and y are actually

positive (negative), then this procedure will tend to produce overestimates (underestimates) of the true standargd
rror for the ratio of means.
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Table 8. Metropolitan Subsample Factors 1o be Applied to Compute National and Subnationa! Estimates

Factors tor Factors for
use in State use in Regiona’
or CMSA (MSA) or Natona!
Tabulations Tabuiations
Norhaeas: Connecucur 1.0387 1.0387
Maine 1.2218 1.2219
Massacnusens 1.0000 1.0000
New Harnpshire 1.2234 1.2234
New Jersay 1.0000 1.000C
New York 1.000¢ 1.0000
Pennsyivania 1.009€ 1.00098
Rnoge isiand 1.2506 1.2508
Vermom 1.2219 1.221%
Migwes?: hiinois 1.0000 1.0110
Inchana 1.0336 1.0480
lowa - -
Kansas 1,299 13137
Micmgan 18328 vy
Minnesota 1.0368 1.0480
Missou. 1.075¢€ 1.0674
MNebraska 18173 1.635
Nortn Dakotz - -
Ohe 1.0233 1.0348
Sounn Dakota - -
wi.sconsin 1.0185 1.0300
South: Alabama 1.1574 1.15¢¢
Arkansas 16182 ) 18179
Delaware 1.5583 1.5621
D.C. 1.0000 1.0018
Fionca 1.0140 1.0158
Georgia 1.0142 1.0460
Kentucxy 1.2120 12042
Louisiana 1.0734 1.0753
Marnyianc 1.0000 1.0018
MissISSIDD - -
Nonh Carohlina 1.000C 1.0018
Okiahoma 1.0783 1.0812
South Carolina 1.0185 1.0203
Tennessee 1.0517 1.0536
Texas 1.0113 1.0131
Virginia 1.0821 1.0540
West Virginia - -
Wes!: Alaska 1.4339 1.433%
Anzona 1.0117 1.0117
California 1.0000 1.0000
Colorago 1.1306 1.1306
Hawaii 1.0000 1.0000
idaho 1.4339 1.4339
Momana 1.4339 1.4332
Nevada 1.0000 1.0000
New Mexico 1.0000 1.0000
QOregon 11317 11317
Utan 1.0000 1.0000
Washington 1.0456 1.0456
Wyoming 1.4339 1.4339

~ indicates no metropoltan subsampie is identified for the state
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Table 9. SIPP Indirect Generaiized Yariance Parameters for the 1986+ Panels

CHARACTERISTICS' a
PERSONS

Ikx

!

Tota! or White

16+ Program Panticipation
and Benetits. Poverty (3)

Both Sexes £.00C1481 25213 .80
Male £.0003115 25213
Female 0.0002820 25.213

16+ Income and Labor Force (5)
Both Sexes -0.000050+ 8596 .52
Mate 0.0021CE: 8.59¢
Female £.0000861 8.596

16~ Pension Plan® (4
Both Sexes 0000822 15722 e
Male 0.0001547 15.742
Femais 0.0001767% 15.742

Al Others? (6)

Both Sexes -0.000135¢8 31.260 1.00
Male -0.0002804 31.260
Female £.0002€2: 31,287
Black
Poverty (11
Both Sexes L.0007742 21,506 .83
Maie -0.0016520 21,508
Femaie -0.0014580 21,505
All Others (2)
Both Sexes -0.0004192 11.565% B
Male -0.0009007 11,565
Female -0.000783¢8 11.863
HOUSEHOLDS
Total or White -0.0001168 10.6231 00
Black -0.0007318 7,340 .83

1. To sccount for sample aftrition, multiply the a and b parameters by 1.09 for estimates which inciude data from Wave 5 and beyona.
For cross-tabulations. use tha parameters of the characteristic with the smaller number within the parentheses.
2. Use the "16+ Pgnsion Pian” pararmeters for pension plan tabutations of persons 15+ in the [abor force. Use the “All Others” parameters for -

retiremant tabulations. 0+ program pancipaton. O+ denefits. 0+ income, and O~ 1abor torce LADUIALONS. 1N AGTI1ION 1O any Other typas of
tabulations not specificaiy covered by anotner characteristic in this tabte
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oo

TYable 10. Factors to be Applied 10 Base Parameters 10 Obtain Parameters for Various Reference Perio

# of available
rotation months’ facior
Monthiy estimate
1 4.0005
2 2.0000
3 1.3333
4 1.0000
Quarnerty estimate
8 1.8519
8 1.4D74
g 1.2222
10 1.0494
AR 1090
12 1.0000

1. The numder of 3vanapie rC1ahon Monins 101 8 given estimate is 1he Surn of the nuMDer of rOtations availabie for aacn month of tPe esumate

Table 11. Standard Errors of Estimated Numbers of Households. Famities or Unrelated Persons

(Numbers in Thousands) -

Standard Standarg

Size of Estimate Error’ Size of Estimate Error’
208 46 13,000 365
369 56 25,000 438
500 73 30.000 452
780 89 40,000 438
1,000 102 50.000 489
2.000 144 60.000 466
3.000 176 70,000 414
$,000 224 80,000 320
7.500 270 80,000 100

10,000 307

1. To account K sample attntion, Mmuftiply the standard emmor of the estimate by 1.04 for estimates which includs Gata from Wave § and beyond
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Table 12. Standard Errors of Estimated Numbers of Persons

Standard Sandard
Size of Estimate Error Size of Estimate Error’
200 79 50,000 1,106
300 &7 80.000 1,278
62C 137 100,000 1,330
1,000 178 130.00C 1.331
2,000 249 135,000 1,322
5.000 ichl 150.000 1.280
8,000 491 160.000 1,237
11.000 572 180.000 1111
13.000 619 200.000 a9
15.000 662 210,000 765
17.000 702 220,000 560
22,000 789
26.000 BA4g
30.00% Qs

1. To account O sampie attnucs. mulliply the stangard erior ¢f the esumalte Dy 1.04 for estmates which InCiuge Qatz oM Yvave S ang
peyons
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Table 13 Standard Errors of Estimated Percentages of Households Families or Unrelated Persons

Base of Estimated Estimated Percentage’
Percentage

(Thousands)! < 1or>99 20r88 5or95 10 or 80 250175 50
200 2.3 3.2 5.0 6.8 10.0 11.5

300 1.9 26 4.1 5.8 g1 9.4

500 1.5 2.0 3.2 4.4 6.3 7.3

750 1.2 1.7 26 36 5.2 6.0
1.000 1.0 1.4 22 3 4.5 52
2.00C .7 1.0 1.6 2.2 2.2 3€
Z2IC TE ot e i <.b S
5.0CC c 0.6 1.C 1.4 2.0 2.3
7,500 a4 0.5 0.8 11 1.6 19
10.05C o2 0.46 0.7 1.0 1.4 1€
15.0C0 0.26 0.37 08 08 1.2 1.3
25.000 0.21 0.28 0.4 0.6 0.e 1.0
30.000 0.18 0.26 0.41 0.56 0.8 09
40,000 0.16 0.23 0.36 0.49 0.7 0.8
50.000 0.15 0.20 0.32 0.44 08 Q7
60,000 0.13 0.1¢ 0.28 0.40 0.58 0.66
80,000 o1 0.16 0.25 0.35 0.50 0.58
90,000 0.11 Q.15 D.24 0.33 0.47 0.54

1. To account for sampis attrition. multiply the standard error of the sstimate by 1.04 for estimates which include data from Wave § arc
beyond.
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Table 14 Standard Errors of Estimated Percentages of Persons

Base of Estimated Estimated Percentage’
Percentage

(Thousands) < 1or>99 20r98 50r95 10 ot 250r75 50
200 38 5.k 66 11.9 171 188
300 3.2 45 7.0 e? 14.0 16.1
600 2.3 3.2 50 6.8 10.0 11.4
1.00C 1.8 2.5 36 £3 77 88
2.000 1.2 18 27 38 54 €3
5,062 0.8 1.1 1.7 2.4 3.4 4.0
geee °T T "4 Te 27 o
11.038 Cz: c7s ) 1.€ 2.5 27
13.002 0.49 0.68 1.1 1.8 2.1 25
17.000 042 0.6C 09 1.3 1.9 21
22,000 0.38 J2.53 c8 1.1 1.6 1.9
26.000 0.33 0.42 076 ’ 1.0 1.5 1.7
30.000 0.32 0.45 €.70 0.7 1.4 1.6
50,000 6.25 0.35 0.5¢ 0.75 1.1 1.3
80.000 0.20 0.28 043 0.60 0.8 1.0
100.000 0.18 0.25 0.39 0.53 0.8 02
130.000 0.18 0.22 0.34 0.47 0.67 0.77
220,000 g.12 0.17 Q.26 0.36 Q.52 0.60

1. To account for sampie attrition. multiply the standard error of the sstimate by 1.04 for estimates which include data from Wave 5 an2
beyong.
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